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Abstract 

In chemical processes, the classic techniques for tuning a PID controller have become even more 
popular with the advent of controllers capable of tuning themselves. In this paper, self-regulating 
controller using the relay oscillation method has been employed to specify the process parameters of 
ultimate gain and ultimate period. The auto tuning procedure starts by taking input/output measurements 
from the process. Ziegler-Nichols or modified Ziegler-Nichols tuning methods may be utilized to determine 
PID controller tuning parameters. The same technique has been improved to specify a first-order plus 
dead time model for self-regulating processes and an integrating process model for integrating processes. 
Model based tuning rules, such as Internal Model Control (IMC), may be exploited to establish tuning 
parameters for various feedback controllers. 
Keywords:  PID Tuning; Self-regulating Controller; Process Control; Chemical Process; Ziegler-Nichols tuning. 
 

1. Introduction 

Tuning a control loop is the adjustment of its control parameters (gain/proportional band, 
integral gain/reset, derivative gain/rate) to the optimum values for the desired control response. 
Stability is a basic requirement, but beyond that, different systems have different behavior, 
different applications have different requirements, and requirements may conflict with one 
another. Determining the tuning parameters of a PID controller based on ultimate gain and 
ultimate period is known as Ziegler-Nichols frequency response tuning [1-2]. The technique, 
developed more than 50 years ago, has been used extensively to tune loops in the process 
industries. The original Ziegler-Nichols tuning rules were designed to provide a quarter amplitude 
damped response to a load disturbance. Once considered ideal, the under damped and oscillatory 
nature of Ziegler-Nichols tuning has been criticized for destabilizing control loops, i.e. increasing 
variability instead of reducing it [3]. 

An improvement in performance is achieved by modifying the tuning rules in such a way 
to get a desired phase or amplitude margin in the loop [4]. Modified Ziegler-Nichols tuning 
rules are more conservative than the original rules, reducing the overshoot and oscillation 
following a setpoint change or load disturbance. Once the ultimate gain and ultimate period 
of a loop are known, published tuning rules can be used to get initial controller settings. 

The Ziegler-Nichols frequency response tuning method was originally a closed-loop tuning 
technique that was performed manually. The gain of a proportional-only controller would be 
gradually increased until the loop oscillated at a sustained period.  This ultimate period, along 
with the controller gain (ultimate gain), would be used to calculate the P, I, and D settings. 
However, there are some obvious drawbacks to this technique: getting the loop to cycle 
continuously is a time-consuming process and there is a risk that the oscillations will grow 
beyond stability. There is no way to specify the magnitude of oscillations. 

The approach became significantly more attractive after introducing relay oscillation auto-
tuning, as described in [4] and [5].  An example of the implementation of this approach in a 
Distributed Control System (DCS) is given in [7] and [8]. The relay oscillation tuning method 



identifies the ultimate gain and ultimate period, so that controller settings may be determined 
from these parameters.  Relay oscillation is an on-demand automatic tuning technique. 
Auto-tuning can be categorized as tuning on-demand or continuous adaptive tuning.  On-
demand tuning must be initiated by a human. Continuous adaptive tuning is performed 
automatically following setpoint changes, significant disturbances, or from low level injected 
excitation signals.  Most loops need only tuning on demand upon commissioning or perhaps 
scheduling of tuning parameters to deal with process nonlinearities. 

In recent years significant progress has been made with model based tuning, in particular 
with Internal Model Control (IMC) and Lambda tuning [9-10]. Both approaches result in a 
first-order closed loop response to setpoint changes. A tuning parameter relating to the 
speed of response is used to vary the tradeoff between performance and robustness. Both 
methods adjust the PID controller reset (or reset and rate) to cancel the process pole(s) and 
adjust the controller gain to achieve the desired closed loop response. IMC and Lambda tuning 
have become popular because oscillation and overshoot are avoided and control performance can 
be specified in an intuitive way through the closed loop time constant. 

One of the limitations of model based tuning is process model identification. An equivalent 
first-order plus deadtime process model with parameters of static gain, apparent deadtime, 
and apparent time constant is usually identified for self-regulating processes. For integrating 
processes, model parameters of process gain and deadtime are determined. Model identification 
is typically made by an open loop step test. Compared to the relay oscillation method open 
loop methods are not easy to automate. With open loop methods, human intervention is often 
required to assure an accurate model due to nonlinearities in the process, valve hysteresis, and 
load disturbances. A different technique is required for self-regulating and integrating processes. 

This paper describes the relay oscillation tuning method and an enhancement to it that 
identifies a self-regulating and an integrating process model in addition to ultimate gain and 
ultimate period. This enhancement may be achieved without additional manipulation of the 
process input. One automated procedure lets the user choose among many different tuning 
rules. For example, modified Ziegler-Nichols rules might be chosen if the process deadtime 
is small in comparison to time constant and fast setpoint tracking, and disturbance rejection 
is required. On the other hand, IMC or Lambda tuning rules might be used if the process deadtime 
is moderate compared to time constant or minimum variance control is desired. For control 
of integrating processes, like liquid level control, modified Ziegler-Nichols rules result in tight 
regulation, while Lambda tuning rules make averaging control possible.  When there is mild 
to moderate interaction between loops, choosing the appropriate closed loop time constants 
with Lambda tuning can minimize the impact of the interactions. Interacting loops may also 
be tuned by relay oscillation [13-14] but a sequential or iterative procedure is required. The 
enhanced relay oscillation tuning method also offers the capability to auto-tune the two-degree-
of-freedom PID controller [15], the deadtime compensating PID controller (Smith Predictor) 
and the SISO fuzzy logic controller described in [16-17]. 

2.Tuning Based on Relay Oscillation Method 

During the tuning process the controller is replaced by the relay as shown in Fig. 1. With 
the loop at steady state, an initial step change is made to the process input. The amplitude 
of the step change is set to control the amplitude of oscillations in the process output. The 
ability to control the amplitude of process oscillation is a significant advantage over the closed 
loop technique to identify ultimate gain and ultimate period. 
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Figure 1. Relay Oscillation Principle 
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Fig. 2 shows a trend plot of the relay output and process output for a typical tuning sequence. 
After the initial step change in relay output, the process output begins to change after an 
interval of deadtime. After the first relay step, the loop is open until the process output moves 
by a predefined amount.  At that point the relay is stepped in the opposite direction as shown. 
The process output begins to move in the opposite direction after the deadtime interval. The 
loop is now under two-state control. Each time the process output crosses the setpoint or 
initial value, the relay is switched; this continues for one or more periods. When active tuning is 
complete, control of the loop is returned to the controller with its original mode, setpoint, 
and output restored. Relay action causes the loop to oscillate at its ultimate period, Tu. Referring 
to Fig. 2 the ultimate gain, Ku , is the ratio of relay amplitude to amplitude of process oscillations 

or, more accurately,              4
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Figure 2. Trend plots of relay output and process output during active tuning 

Relay hysteresis is used during initialization as described, but may also be used to prevent 
relay switching due to noise. Using hysteresis to delay relay switching after the process 
output crosses the setpoint is effective for noise protection, but it impacts the accuracy of 
the ultimate period and ultimate gain identification. The preferred method of noise protection 
is to disable relay switching for a short time following a change in relay output. Disabling 
relay switching for 50% of the process deadtime has proven to be an effective method of 
noise protection without adversely affecting the ultimate gain and ultimate period identification. 

It is important to identify the process deadtime for noise protection and as one of the process 
model parameters. Apparent deadtime is identified by calculating a tangent from the point of 
maximum slope of the process output during initialization. The tangent is extrapolated to 
intercept the setpoint or initial value line of the process output. The time between the initial 
relay step and this intercept is the apparent deadtime. 

Another method may be used to determine deadtime: the time between the first switching 
of the relay in the opposite direction, t1 in Fig. 2, and the time at which the process output 
reaches the maximum, t2, is the deadtime in a first order plus deadtime model. The apparent 
deadtime may be calculated as the average of the two results. 

3. Specification of Model Parameters 

One of the advantages of relay oscillation tuning is that it is applicable to both self-regulating 
and integrating processes. Having determined the apparent deadtime, an integrating process 
model has already been identified since the maximum slope of the process output during 
initialization is known. This slope is the gain for an integrating process. Regardless of whether 
the process is integrating or self-regulating, the auto-tuner will save the integrating gain 
value along with the apparent deadtime. 

Knowing the deadtime, ultimate gain, and ultimate period it is possible to calculate a first-
order plus deadtime process model as detailed in [11]. The following equations are derived 
from the first-order process model transformed into the frequency domain in the exponential 
form: 
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Where: Tc = process time constant; Tu = ultimate period; Td = process apparent deadtime; 
Ks = process static gain; Ku = ultimate gain. 

The process time constant in equation (1) is expressed by a tangent function which gives 
a good approximation when the deadtime is relatively long in relation to the time constant. 
For processes with insignificant deadtime a large error results in the time constant computation, 
even for a small error in deadtime identification. A heuristic approach to replace equation (1) 
has been developed [11] and implemented in a DCS [8]. It is based on knowing the ratio of 
ultimate period and deadtime, which is approximately equal to two for deadtime dominant 
processes and close to four for processes that are lag dominant. Using this approach allows 
the time constant and static gain to be identified within an accuracy of 10-20 percent without 
having to modify the relay oscillation tuning procedure. 

The accuracy of model identification for a self-regulating process may be improved somewhat 
by identifying the process static gain through a closed loop step test. Following relay oscillation 
a small setpoint change may be made with the controller in automatic mode. The static gain 
is calculated as the ratio of percent change in setpoint and percent change in controller output 
between steady states. Knowing the static gain, ultimate gain, and ultimate period, the 
process deadtime and time constant may be calculated from the following equations [11-12]: 
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Table 1 demonstrates the accuracy of using equations (3) and (4). The ultimate gain and 
ultimate period were determined for several first-order plus deadtime process models using 
relay oscillation. The time constant and deadtime were calculated using equations (3) and 
(4) and the actual static gain. The difference between actual and calculated time constant 
and deadtime averaged less than five percent. If the static gain is identified with a five percent 
error in accuracy, the calculated time constant would be in error by as much as 10 percent. 

Upon completion of active tuning, the auto-tuner has identified the ultimate gain, ultimate 
period, deadtime, time constant, static gain and integrating gain for the process. The user 
may input the type of process, self-regulating or integrating, the type of tuning rules to use, 
and perhaps an additional tuning factor such as the closed loop time constant. The tuning 
rules are then applied and the initial settings are written to the controller. 

Table 1 Comparison of actual and calculated process model from static gain, ultimate gain and 
period 

Ks actual Tc actual Td actual Ku Tu Tc calc Td calc 
1.0 100 12 13.67 48.0 104.2 12.5 
1.0 25 3 13.64 12.0 26.0 3.1 
1.0 50 12 7.51 44.0 52.1 11.0 
1.0 12.5 3 7.36 11.2 13.0 3.0 
1.0 66.67 12 9.5 46.0 69.2 12.3 
1.0 16.67 3 9.77 11.2 17.3 3.0 
1.0 200 12 26.02 50.0 207.0 12.8 
1.0 50 3 27.06 12.0 51.7 3.1 
1.0 15 2 12.32 8.0 15.64 2.1 
2.0 15 2 6.15 8.0 15.61 2.1 
0.5 15 2 24.68 8.0 15.67 2.1 
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4. Extension and Modification of Ziegler- Nichols Tuning Method 

Modified Ziegler-Nichols tuning rules are based on ultimate gain and ultimate period. An 
extension of these rules has been developed by Astrom and Hagglund [15] which utilizes an 
additional process parameter, the static gain, and results in a significant improvement over 
Ziegler-Nichols rules. These extended tuning rules, or simple tuning rules as they are called, 
also determine the setpoint weighting factor for the two-degree-of-freedom PID controller. 
Loops tuned for good load disturbance attenuation are generally underdamped for setpoint 
change response and can benefit from setpoint weighting. Astrom and Hagglund developed 
the extended tuning rules by tuning an ISA standard controller for a number of different process 
models using the dominant pole design and relating the settings as a function of ultimate gain, 
ultimate period and normalized process gain, κ . 
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5. Internal Model Control Tuning 

IMC tuning rules for self-regulating processes use the three model parameters for a first 
order plus deadtime model and a user-defined filter time constant to determine PID controller 
settings. The filter time constant should be set to the desired closed loop time constant. A 
larger value of filter time constant gives more damped tuning. Lambda tuning rules use a 

parameter,λ , which is also the desired closed loop time constant for a self-regulating process. 
The closed loop time constant is usually chosen to be longer than the open loop time constant, 
perhaps as much as three times longer. This is to ensure robustness in the event of inaccuracy 
in model identification and changing process conditions. 

Process analysis tools have been used to assist in choosing the closed loop time constant 
to achieve minimum variance control [10]. The closed loop time constant may be chosen as a 
function of the corner period of the power spectrum of the process output in manual control 

(corner period = 2πλ ).  A proper closed loop time constant will attenuate slow disturbances 
without amplifying noise in the process measurement.  The following tuning rules are given 
in [9] (IMC) and [10] (Lambda). 

IMC Tuning Rules (self-regulating process) 

PI Control: 
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Lambda Tuning Rules (self-regulating process) 

PI Control: 

K
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λ defines the desired closed loop time constant. 

PID Control: 
There is no direct form of Lambda Tuning for the PID controller using a first order plus 

deadtime process model. 
Model based control of integrating processes enables the objective of averaging control to 

be achieved. Rather than attempting to maintain tight control by aggressively moving the 
manipulated variable, averaging control uses the tank, in the case of level control, to absorb 
disturbances. By allowing level to swing within limits, variability in outlet flow is reduced 
minimizing disturbances to downstream processes.  

The IMC rule given below should be used for integrating processes when deadtime is significant. 
The IMC and Lambda results are equivalent when there is no deadtime. For integrating 

processes the tuning parameters, τf  and λ , are the desired time for the disturbance effect 
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to be arrested, i.e. the time the process output begins to recover following a disturbance. 

Increasing the value τf  and λ relaxes control. 
IMC Tuning Rule (integrating process) 

PI control: 
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Lambda Tuning Rule (integrating process) 

PI control: 

K
K Ti i

=
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Model based tuning using IMC or Lambda rules has some advantages over other tuning 
rules.  Controllers are less sensitive to noise, valve life is prolonged, and process variability 
may be minimized.  However, the pole-zero cancellation approach results in poor load 
disturbance performance when the process time constant is long. A technique suggested to 
overcome this problem [9] is to apply the integrating process model in place of the self-regulating 
model. Keep in mind that the relay oscillation auto-tuning technique is capable of identifying 
both models for a self-regulating process. Using the IMC rule for an integrating process may 
improve the performance of a self-regulating process with a long time constant. 

A technique has been suggested to obtain both minimum variance control and good load 
response [10]. Controller settings may be scheduled as a function of deviation between process 
output and setpoint.  When the error is small, settings are derived from IMC or Lambda tuning 
rules; if the error is larger, tuning rules such as the modified Ziegler-Nichols rules might be 
applied. 

Model based tuning may be extended to the Smith Predictor deadtime compensating PID 
controller. The first order plus deadtime process model provides the Smith Predictor tuning 
parameters of process gain, time constant, and deadtime. The PI controller settings may be 
determined using IMC or Lambda rules applying the gain and time constant from the process 
model, with little or no deadtime. 

The enhanced relay oscillation tuning method may also be used to auto-tune the SISO 
fuzzy logic controller described in [16-17]. The process parameters needed to tune the scaling 
factors are the ultimate period, ultimate gain, apparent deadtime, and apparent time constant. 
The change-in-error scaling factor is set as a function of the ratio of deadtime to time constant. 
The change-in-output scaling factor is calculated from ultimate gain and change-in-error 
scaling factor.  The error scaling factor is calculated from ultimate period, scan rate, and 
change-in-error scaling factor. 

6. Conclusion 

Relay oscillation auto-tuning may be extended to identify a first-order plus deadtime or 
integrating process model in addition to ultimate gain and ultimate period. This capability offers 
a wider choice of tuning rules and the potential for improved loop performance.  

The ability to specify relative performance and robustness is an attractive feature of model 
based tuning rules. The relay oscillation method is easier to automate than an alternative 
open loop tuning method and may be less disruptive to the process. 
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