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Abstract 

Handling such problem as sanding in the petroleum industry leads to safe and more economic access 
to the required energy for development. With the objective of making strategy in order to deal with 
sanding the results of assessing the conditions at which sand production takes place in petroleum 
reservoirs have been reported in this communication. In this work, CART-Decision Tree, Random Forest 

and Extremely Randomized Tree (Extra Tree) have been employed to conduct the classification for the 
first time. The dominating variables in sanding including total vertical depth, transmit time, cohesive 

strength of the formation, water and gas flow rates, bottom hole flowing pressure, drawdown pressure, 
effective overburden stress, shut per foot, and perforation interval have been introduced into the 
employed approaches for obtaining the best models. The modeling process was performed on the basis 
of the gathered field data from the literature. All the developed models classify the sanding conditions 
with 100% accuracy. The performance of the presented models proves their capability in determining 
the possible sand production in a real petroleum field. Hence, the presented methodologies will pave 
the way for effective sand control plan. 

Keywords: Sand production; classification; modeling; reservoir; decision tree. 
 

1. Introduction  

1.1. Energy security and Sand production phenomenon 

In view of growth in population and advancement in standards of living as well, the energy 

consumption is increased. According to the U.S. Information Administration (EIA) [1], the in-

crease in the world energy consumption is fully expected to happen for the upcoming decades. 

Hence, a lot of importance is attached to energy security and conservations.   

The growth in the world economy can be attributed to the advances in technologies since 

the 1750s. It is clear that development of new technologies/ methodologies, leading to effi-

cient utilization of energy resources, is crucial for sustainable development. Nowadays, large 

share of energy demand of the world is provided by petroleum fluids. Indeed, fossil fuels, 

especially crude oil and natural gas, play a significant role in supplying the energy demand [2]. 

Hence, solving/ handling the petroleum production, processing, and transportation problems 

provides safe and more economic access to the required energy for development.  

The sand production is a costly phenomenon that brings substantial damages and problems 

to the petroleum industry. In the petroleum industry, sand production is known to be the 

coexistence of solid particles with the produced reservoir fluid. It is believed that about 70% 

of the hydrocarbons exist in oil and gas reserves are in not well-consolidated reservoirs [3-4]. 

Because of initiation of drilling and starting hydrocarbon production from a well, leading to 
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redistributing the pore pressure and stresses around the production cavity, the hydro-me-

chanical equilibrium of the sandstone formation is disrupted. Consequently, the sand particles 

travel from the reservoir into the production well [5-7]. Based on the field observations, the 

sand volumetric concentration in systems of oil pipe ranges between 1% and 40% [8-9]. 

Various problems are associated with the sand production. Further to the damages of sand-

ing on production facilities, this phenomenon is responsible for the instability of the wellbore 

and production cavities [10-12]. As a result, production losses increase. Additional costs may 

also be imposed owing to depositional of waste sand [3,13]. This can be the reason for the 

increase in costs of maintenance and operation. Equipment erosion indicates another problem 

caused by sanding [14]. It should be noted that the limited sand production might noticeably 

increase the productivity of the well in conventional reservoirs [11]. In view of the aforemen-

tioned facts, implementation of strategies for sand control and management is highly crucial. 

To achieve this, the potential of the defined reservoir to sand production is extremely benefi-

cial. 

1.2. Literature review  

Great efforts have been made in the study of sand production by many researchers. Since 

the sand arches have been observed in the field around each hole in the casing of well, several 

researchers employed the phenomenon of sand arching for identifying the possibility of pro-

duction of sand [15-17]. In 2001, the sand arches behavior, stability, and morphology were 

evaluated by Bianco and Halleck [3]. In 1989, Morita et al. [18] studied the effects of different 

variables using an analytical approach. Based on the reported results, stress and pressure 

distribution of wellbore around well, drag forces induced by fluid flow, formation rock strength, 

perforation geometry and shot density, and history of cyclic loading are the main parameters that 

affect sanding. In 1991, analyses of five common sand problems in the field were provided by 

Morita and Boyd [19]. More works on the subject of sand production is reviewed by Ranjith et al. [7]. 

In 2014, the permeability evolution law within process of sand production of weak sand-

stone was investigated by Nie et al. [20]. In another work, a coupled numerical approach was 

presented on the basis of Lattice Boltzmann Method and Discrete Element Method by Ghassemi 

and Pak [21]. The proposed model was then employed for simulating the sand production. More 

recently, Jiang et al. [22] studied the ureolytic activities of purified urease enzyme and Bacillus 

megaterium in both oxic and anoxic conditions for their promising use in control of subsea 

floor production. 

Several models including numerical, empirical, and theoretical are available in the literature 

for sand prediction [5,17,23-24]. In 2000, Doan et al. [25] presented a numerical model for sand 

gravitational deposition in a horizontal well in heavy oil reservoirs. Similar to other fields of 

petroleum and natural gas engineering, the algorithms developed based on the artificial intel-

ligence (AI) have been employed in investigating the sand production. In 1999, a neural-

based method was proposed by Kanj and Abousleiman [26] for estimating the sanding onset 

for Northern Adriatic Basin gas wells. Further to the above, Azad et al. [27] presented another 

neural network model for predicting the critical bottom hole flowing pressure inhibiting sand-

ing. Recently, Khamehchi et al. [28] presented two models including back-propagation neural 

network and particle swarm optimization neural network to estimate the critical total draw-

down as an indicator of sanding in gas and oil wells. 

2. Objective of the study  

In 2016, Gharagheizi et al. [29] developed a model based on the least square version of 

support vector machine (LS-SVM) classification method for predicting the sand production 

onset in reservoirs. It was shown that the LS-SVM classification approach can successfully be 

employed for prediction of conditions under which sand production occurs. To the best of our 

knowledge, there is no other published work in this area.   

The high performance of the SVM methodology in classification problems has been ap-

proved [30]. However, direct understanding of the rules obtained by SVM approach is hard. 
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Furthermore, they are costly in computation [31]. In view of this, the aim of this study was 

applying CART-decision trees, Random Forest, and Extra Trees for the application of interest 

and exploring their performances in classification. Decision trees present several benefits. For 

example, the background is easy to understand and interpret; they are convertible to set of 

if-then rules, and there is no need to know about the nature of the data [32]. 

In this work, three classification methods including CART-Decision Tree, Random Forest 

and Extremely Randomized Trees (Extra Trees) are utilized to identify the sanding conditions. 

These algorithms are used for the first time for the application of interest.  

The used data in this study for classification include a databank of 31 wells of Northern 

Adriatic Basin [14]. Amongst the investigated wells, 23 wells are reported as problematic wells 

with respect to the production of sand; the other wells are considered to be sand free [14]. 

According to the work of Moricca et al. [14] the following parameters are main variables that 

affect the production of sand: effective overburden stress (EOVS), bottom hole flowing pres-

sure (BHFP), total vertical depth (TVD), transmit time (TT), drawdown pressure (DD), cohesive 

strength of the formation (COH), shut per foot (SPF), water and gas flow rates (Qw & Qg ), 

perforation interval (Hperf). Before introducing the collected data points into the aforemen-

tioned classification algorithms, the data points were tested for incomplete data. Conse-

quently, two sets of gathered databank were removed. Table 1 gives the finalized data points 

used for the modeling process. In the last column of Table 1, entitled field data, 1 means sand 

production is observed and 0 means sand production is not observed.  

To achieve the goal, the rest of the work is pursued as follows: first, the background of 

Decision Tree, Random Forest and Extremely Randomized Trees (Extra Trees) are introduced. 

Second, the development of models for predicting the possibility of the sand production is 

presented. Finally, the developed models and their results are investigated and discussed. 

3. Theory  

3.1. Decision tree   

As one of the most well-known algorithms for classification, decision trees can be utilized 

for extraction of classification rules from the data [33]. Decision trees have highly flexible hypothe-

sis space and their theory is easy to understand. Commonly, the obtained results by decision 

trees are comparable or higher than the outputs of the available methods of classification [34]. 

In the development of decision trees, there is no need to tune a large number of variables [35]. 

Decision trees are categorized as non-parametric methods of supervised learning that em-

ploy the strategy of divide and conquer. There is no need of assumptions regarding the distri-

butions of the input data. A decision tree is consisting of a root node, internal nodes and 

terminal (leaf) nodes. Classification in decision tree starts at the root node and each non-leaf 

node (non-terminal node) asks a question about some features and has N children, where N 

is the number of possible answers. According to the answer, this process continues to the sub-

tree of one child, while a leaf node is met. 

For example, if in a decision tree all features have binary values (in other words all question 

have “yes“ or “no” answer) the algorithm of prediction is like this: 

Algorithm DecisionTreePredict(tree, test point) 

if tree is of the form Leaf(guess) then 

    return guess 

else if tree is of the form Node(f, left, right) then 

    if f = yes in test point then 

        return DecisionTreePredict(left, test point) 

    else 

        return DecisionTreePredict(right, test point) 

    end if 

end if 
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Table 1 Gathered field data for investigating the sand production from petroleum reservoir 

No. TVD TT COH Qg Qw BHFP DD EOVS SPF Hperf Field 
ob-

served 

1 319 105 22 42.3 5672 133.2 27.8 651 4 14 1 
2 3182 105 21.9 51.2 68 140.4 16.6 642 4 16 1 
3 3366 100 24.7 66.9 157 156.2 18.9 601 4 6 1 

4 3647 100 29.6 80.6 85 153.8 57.8 670 8 20 1 
5 4548 85 53.2 48 886 209.1 58.9 823 4 18 1 
6 4088 85 39.5 72.7 116 147 44 781 2 17 1 
7 2100 115 10.8 28.5 724 160.1 8.9 300 4 15.5 1 
8 1930 132 9.7 27.5 695 175.5 11.2 245 4 11.5 1 

9 2139 112 11.1 36.8 280 185.5 6.1 283 4 10.5 1 
10 2380 110 13 23 42 113 47.4 413 6 11 1 

11 1122 150 5.7 108 0 107 8 115 12 10.5 1 
12 1340 130 6.6 51 52 126.6 14.4 140 12 6.5 1 
13 1070 170 5.5 82 70 103.8 0.7 111 4 9 1 
14 1920 130 9.6 111 0 248 82 153 4 9 1 
15 2530 100 14.3 58 68 302.2 97.8 242 4 4.5 1 
16 1640 145 8 94 1260 189 46.8 150 12 10 1 
17 2130 120 11 86 112 268.3 31.7 179 4 3.5 1 

18 3655 100 19.8 69.8 1780 287.6 9.1 553 4 21 1 
19 3668 100 30 75.8 150 272.3 9.2 571 4 21 1 
20 1503 125 7.3 139.5 35 152.3 2.2 177 4 11.5 1 
21 3170 100 21.7 48 2823 222.1 6.4 485 4 16 1 

22 3197 95 22.1 73 273 184.6 48.6 535 2 12 0 
23 3230 105 22.6 117 68 210 10 517 27 4 0 

24 3684 95 30.3 108.7 36 266.6 59.7 581 1 12 0 
25 3005 93 19.5 55 91 67 1 615 33 4 0 
26 3790 85 32.5 93.4 77 217.2 124.4 654 8.5 12 0 
27 2750 98 16.5 125.8 75 251.8 3 372 8.5 4 0 
28 2983 98 19.2 48 28 102 6.1 581 12 4 0 
29 3175 100 21.8 30.3 1.698 216.1 17.1 492 20 4 0 

The traditional decision trees can be classified into several methodologies as follows: 

• Decision trees: such algorithms as Iterative Dichotomiser 3 (ID3) [33] and C4.5 [36] are the 

examples. ID3 creates a multi-way tree, finding for each node (i.e. in a greedy manner) 

the categorical feature that will yield the largest information gain for categorical targets. 

Trees are grown to their maximum size and then a pruning step is usually applied to im-

prove the ability of the tree to generalize to unseen data. C4.5 is very similar to ID3 but 

features do not need to be categorical. It dynamically defines discrete intervals of continues 

values to achieve this. C4.5 converts the trained trees into sets of rules in the format of if-

then. This accuracy of each rule is then evaluated to determine the order in which they 

should be applied. Pruning is done by removing a rule’s precondition if the accuracy of the 

rule improves without it [36].  

•  Fuzzy decision trees: like fuzzy ID3. This algorithm is on the basis of a fuzzy implementa-

tion of the aforesaid ID3 method [37-38]. 

• Oblique decision trees: Classification and Regression Trees (CART) [39] is an example of 

oblique decision trees. It is similar to C4.5. CART uses a generalization of the binomial 

variance called the Gini index while C4.5 uses entropy for its impurity function. CART con-

structs binary trees using the feature and threshold for continue data. 

CART algorithm selects the most important and significant parameters and eliminates non-

significant parameters and is impervious to transformations that means if some parameters 

change to their logarithm or square root the structure of tree will not change.  CART isolates 

the outliers in a separate node and finally it can easily handle noisy data. With this advantages 

and scalable complexity and also ease of implementation, CART method seems a reasonable 
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to choose. Hence, in this work, among various algorithms for decision tree, the CART method 

was employed for the application of interest. 

3.2. Ensemble methodologies 

Ensemble methods of classification use multiple different classifiers and aggregate their 

result by voting instead of using a single classifier. The main principle behind ensemble meth-

ods is that a set of weak classifiers can form a strong classifier if they come together in a right 

way. Every error is possible to make by a minority of classifiers and aggregate theme can 

achieve the optimal classification. Random Forest and Extra trees (Extremely Randomized 

Trees) are both ensemble methods that are used in this work. The following sections introduce 

these types of ensemble approaches. 

3.2.1. Random forest  

Random Forest is an ensemble of trees grown using some form of randomization and have 

a structure like the decision tree. In test and prediction phase, an instance is classified by 

sending it down every tree and aggregating the results.  

In growing trees, training data are divided into some random subsets and each tree is 

grown using a different subset. Also, randomness can be injected in the selection of features 

at each node to determine the split. A well-known procedure namely Forest-RC is introduced 

for growing random forest [40]. There is also other algorithms for this purpose in the literature 
[39,41]. In Forest-RC, the split at each node is based on linear combinations of features rather 

than one single feature. This allows dealing with cases with only a few inputs supplied and a 

small set of train data, which is our main motivation to use it. And another advantage is that 

a Random forest does not over-fit [42] and we can run as many trees as we want. 

General training procedure of L trees is as follows: 

1. N Sample cases at random with replacement to create a subset of the data. The subset 

size is 2/3 of all samples. 

2. At each node: 

• m predictor variables are selected at random from all the predictor variables. 

• The predictor variable that provides the best split, according to some objective function, 

is used to do a binary split on that node. 

Different m values result in different systems for Random forest: m << number of predictor 

variables. More details about the theoretical background of random forest classifiers are doc-

umented elsewhere [42].  

3.2.2. Extra trees 

In 2006, Geurts et al. [43] introduced the extremely randomized trees. This method is sim-

ilar to the random forests algorithm in the sense that it is based on selecting at each node a 

random subset of K features to decide on the split and trees are built using complete samples 

without partitioning [44]. In other words, the same input training set is used to train all trees. 

In fact, the difference between random forest and an extra tree is where the randomness 

injected.  

In this method, each tree grows as follows: 

• At each node K of random splits including random choice of variable xi, and random choice 

of threshold t, will be selected and kept among these the one which maximizes the score 

to grow a tree. More details of score measure are available elsewhere [45].  

• Growing of trees continues until all subsamples at all leaves are pure in terms of outputs 

or there are less than nmin learning samples in them. 

• When a tree is grown, each leaf Lj is labeled with a prediction y ̂_j defined as the local 

sample average of the output variable, given by (|Lj| is the number of learning cases that 

reach leaf Lj). 
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Extra Tree also handles the probable outlier effect on the models induced and its computa-

tional complexity is N log N; where N is the size of training data set. There is a more formal 

description of the algorithm and a detailed discussion of its main features in the literature [43]. 

4. Development of models  

Every time we used decision tree in this work, training was done with CART algorithm 

described above. Here is CART pseudo-code for GUIDE classification tree construction [39]: 

1. Start at the root node. 

2. For each ordered variable X, convert it to an unordered variable X by grouping its values 

in the node into a small number of intervals. If X is unordered, set X = X. 

3. Perform a chi-squared test of independence of each X variable versus Y on the data in the 

node and compute its significance probability. 

4. Choose the variable X∗ associated with the X that has the smallest significance probabil-

ity. 

5. Find the split set {X∗ ∈ S∗} that minimizes the sum of Gini indices and uses it to split the 

node into two child nodes. 

6. If a stopping criterion is reached, exit. Otherwise, apply steps 2–5 to each child node. 

7. Prune the tree with the CART method.  

In Ensemble making, injection of randomness is in the classifier construction and the predic-

tion of the ensemble is given as the averaged prediction of the individual classifiers. This 

is applied for both Random Forest and Extra Tree classifiers.  

For developing the models including CART-decision tree, random forest, and extra tree 

models, the gathered databank was randomly separated into two sub data sets: training da-

taset (about 80%) and test dataset (about 20%). The allocated data points for training were 

employed in the development process. On the other hands, the assigned data points for the 

test were used for evaluation of the capability of the constructed model in predicting the 

unseen data. 

5. Results and discussion 

 

Figure 1. The presented CART model for assessing 
the conditions of petroleum reservoirs with respect 

to onset of sand production 

As mentioned earlier, 23 data points were 

used for training and 6 data points were em-

ployed as test examples. The obtained 

model for investigating the sand production 

status employing CART classifier is shown in 

Figure 1. Based on the obtained results, the 

presented CART model reproduces all 23 

training samples and 6 test examples same 

as corresponding field data points. Hence, 

the accuracy of the proposed CART algo-

rithm is 100%. 

The procedure of obtaining the output 

through the proposed CART model is illus-

trated using two examples as follows: for 

the first example, consider the case 22 from 

Table 1. 

According to Figure 1, we start with the root; the SPF of the selected data point is less than 

7.25, and this is true. Hence, we go to the left subtree. The SPF is again the criteria in the 

second stage; SPF of the data is equal to 2 and is less than 3.0 and again this is true. So we 
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go to the left leaf and the class is No. this means there is no sand production. With accordance 

to the real data, the result is correct. 

For the second example, the case 1 from Table 1 is chosen. Start with the root node, the 

SPF for this case is 4; compare it with the root node, and, in this case, it is less than 7.25. 

Hence, we go to the left subtree. Again, compare SPF with SPF in this node and is bigger than 

3.0; and we go to the right leaf and the class is Yes, i.e. the sand production is observed. 

According to the real data the predicted result is correct. 

As can be seen from Figure 1, among the main parameters including EOVS, BHFP, TVD, TT, 

DD, COH, SPF, Qw, Qg, and Hperf only SPF and TVD are considered in the CART model. Indeed, 

the built CART model is able to forecast the conditions at which sand production is occurred 

by introducing these two parameters. It may be concluded that these two parameters are the 

most important variables for investigation of the sand production using CART algorithm. 

 

Figure 2. The presented Extra Tree model for as-
sessing the conditions of petroleum reservoirs with re-

spect to onset of sand production 

The constructed Extra Tree model for 

studying the sand production is shown in 

Figure 2. The proposed Extra Tree model 

provides the accuracy of 100% for both 

training and test subdata. As aforesaid 

before, this type of classifier has ex-

tremely randomized behavior. As a re-

sult, multiple runs can generate various 

structures. Similar to the previous 

model, the procedure of the developed 

Extra Tree model is clarified using two 

examples. For the first case, the first 

data row from Table 1 is selected. The 

root says that if COH is less than 

32.4721, then go to the left subtree; the 

COH in the first row is 22. Consequently, 

we are in the left subtree. This stage 

says if EOVS is less than 351.2867, then 

go to the left, else go to the right; EOVS 

is 651. So, we go to the right subtree. In 

this level, the Hperf must be considered. 

Hperf is 14 and is greater than 7.2565; 

hence, the next node is the root of the 

right subtree. DD is 27.8 and is less than 

42.4342 and we go to the left subtree. 

Finally, the last leaf is reached and it 

says that the class is Yes. 

As another sample, from Table 1, we chose a case in row 29. COH is 21.8 and is less than 

32.4721; so, we go to the left subtree and EOVS is 492 which is greater than 351.2867. 

Hence, we go to the right subtree; considering the Hperf, we must go to the left subtree. In 

this stage, we compare the value of TVD; TVD is 3175 and is less than 3251.3787 and is true; 

and again we go to the left leaf. Based on the model, the class is No. 

As it depicted in Figure 1, the presented Extra Tree model considers more parameters as 

compared to the built CART model. Indeed, in the case of sand production from petroleum 

reservoirs, decision making via the developed Extra Tree needs the values of EOVS, TVD, DD, 

COH, Qg , and Hperf. 
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The third algorithm for studying the sand production is based on Random Forest. The de-

veloped Random Forest model consists of 10 weak classifiers. The forest aggregates their 

votes to predict the final result. All trees of the proposed forest are shown in Figure 3. 

 
(a) 

 

 
(b) 

 
(c) 

Figure 3. The trees of the presented Random Forest model for assessing the conditions of petro-
leum reservoirs with respect to onset of sand production (a-c) 

 

For showing the procedure of using the developed Random Forest algorithm, Figure 3 and 

data in row 8 from Table 1 were employed. The root of Figure 3a says that compare TVD; and 

the TVD number in this case is 1930 and is less than 2681.5. Hence, we go to left and class 

is Yes. Based on the next tree of the presented Random Forest model, shown in Figure 3b, if 

Qw is less than or equal to 120.5, the left is selected.  In the data, Qw is 724 and is greater 

than 120.5; this means that the right leaf must be selected. Finally, the class is Yes. Pursuing 

the procedure, the class obtained by remaining trees of the proposed Random Forest model, 

shown in Figure 3c to 3j, is Yes. As explained, all the trees in the model present the class of 

Yes. Hence, the final result of the built Random Forest model for the selected data shows that 

the sand production is observed.  

Demonstrated in this section, all the presented models in this work including CART, Extra 

Tree, and Random Forest models are capable to predict the right conditions for sand produc-

tion phenomenon. However, in view of the fact that the available databank for modeling pur-

pose is not extensive and the number of test samples are not adequately enough, the pre-

sented models may have low generalization capability on the new and unseen data points.  
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(d) 

 
(e) 

 
(f) 

 
 

(g) 

Figure 3. The trees of the presented Random Forest model for assessing the conditions of petro-
leum reservoirs with respect to onset of sand production (d-g) 

Further to the above, since the CART classifier considers only two parameters, it may have 

the minimum generalization ability amongst the presented models. It should also be noted 

that introducing a databank with more reliable data points to the aforementioned algorithms 

may result in obtaining different structures for the models.  
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Figure 3 The trees of the presented Random For-
est model for assessing the conditions of petro-

leum reservoirs with respect to onset of sand pro-
duction (h-j) 

From a computational complexity point of view, the CART classifier is the simplest model 

and the Random forest algorithm is the most complex model. However, in view of the fact 

that the Random Forest approach is not been over fitted, as explained before, it is suggested 

to use this model for the application of interest. For predicting the sanding through the pro-

posed Random Forest model, all the investigated parameters are required. 

6. Conclusion 

Presented in this communication, CART-Decision Tree, Extra Tree, and Random Forest al-

gorithms were utilized for developing models capable to determine the possible sand produc-

tion in a real petroleum field. To achieve this goal, the models were developed employing a 

total number of 23 field data points. The performance of the constructed models in classifying 

the unseen data was evaluated using 6 field data.  

Based on the obtained results, all the proposed models have excellent classification power 

in identifying the petroleum reservoir conditions with respect to sanding. Indeed, the built 

models provide 100% accuracy for the application of interest. It should be noted that more 
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robust models can be developed if more reliable data points are available. The proposed meth-

odologies in this study can be implemented for facilitating the strategies for sand control plan. 

However, as it described in the previous section of the work, it is recommended to employ the 

Random Forest algorithm for investigating the sand production in petroleum reservoirs. 

The proposed techniques in this work can play a vital role in the investigation of sand 

production in various oil and natural gas industrial applications. Indeed, utilizing the presented 

algorithms will pave the way for sand-control decision making. Consequently, secure energy 

production can be achieved.  
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