
Petroleum & Coal 

ISSN 1337-7027  

 

Available online at www.vurup.sk/petroleum-coal 

Petroleum & Coal 57(5) 573-586, 2015 

 

PREDICTION OF CARBON DIOXIDE WATER CONTENT USING A PARTICLE 

SWARM OPTIMIZATION-ARTIFICIAL NEURAL NETWORK HYBRID MODEL 
 

M. Koolivand- Salooki1, A. Azarmehr *2, A. Bahadori3, Sh. Kord4, F. Sharifi5, Sh. Alfkhan6 

 
1Gas Research Division, Research Institute of Petroleum Industries, Tehran, Iran; 

2Engineering and Development Department, Bidboland Gas Refining Company, Omidiyeh, 

Iran; 3Southern Cross University, School of Environment, Science and Engineering, Lismore, 

NSW, Australia; 4Department of Petroleum Engineering, National Iranian South Oil Co., 

Ahwaz, Iran; 5Department of Electrical and Computer Engineering, Isfahan University of 

Technology, Isfahan, Iran;6Department of Chemical Engineering ,Institute of Petroleum  

 
Received August 7, 2015, Accepted November 30, 2015 

 
 

Abstract 

It is well known that the simple methods are not accurate for estimating the water content of acid gases, 
which includes carbon dioxide, because CO2 exhibits a minimum in the water content which cannot be 
predicted accurately by existing methods. In the present study, particle swarm optimization (PSO) was 

coupled to artificial neural network (ANN) to develop a robust hybrid training algorithm with both local 
and global search capabilities to predict carbon dioxide water content accurately. A database of CO2 water 
content is used to train and validate the PSO-ANN hybrid model. The proposed model was used for opti-

mization of ANN structure using particle swarm optimization (PSO). To demonstrate the capacity of the 
proposed model, we provide performance surface of the model. The results show that the proposed 
hybrid learning algorithm simulates the CO2 water content at various conditions accurately. 

Keywords: carbon dioxide; particle swarm optimization; artificial neural network; hybrid model; water content, mode-
ling. 
 

1. Introduction 

Accurate estimation of water content of gases is very important property in many process 

engineering applications and design. It is a well-known fact that the phase behavior of the system 

carbon dioxide + water is very complex as a system because the water content of CO2 does 

show a minimum. For carbon dioxide + water the landmark study is that of Wiebe and Gaddy [1]. 

Included in their study was the measurement of the water content of the CO2-rich phase for 

pressures up to 10,300 psia. Gillespie et al. [2] also measured phase equilibrium data for this 

system. In the range of interest in this study they measured the water content at two tempe-

ratures (167° and 200°F) and for pressure from 100 to about 3000 psia. Two other important 

studies of the water content of CO2 are those of Coan and King [3] and King et al. [4]. Coan 

and King included CO2 in their study of the water content of gases. Their data are for tempe-

ratures up to 212°F and for pressure less than 750 psia. King et al. measured VLE in the region 

near the critical point of CO2. There are a few low-pressure data for the water content of carbon 

dioxide in the temperature range of this study. Müller et al. [5] measured VLE at 212°F at 

pressures less than 340 psia. Zawisza and Malesinska [6] measured two aqueous dew points 

at 212°F. These data are useful for testing low-pressure correlations, which in turn are useful 

for estimating the water content of the acid gas off the amine regenerator. Another important 

study of the water content of carbon dioxide is that of Song and Kobayashi [7]. They measured 

a few points for the phase equilibria for this system, Because of the lack of precise knowledge 

about knowledge base precise modeling, these methods are not suitable for complex systems. 



Based upon non-linearity and time-changing behaviour of these systems, artificial intelligence 

methods have paved a way for producing empirical models. It has been defined for modelling 

complicated systems. 

Application of artificial intelligence methods for the identification of non-linear systems 

has been studied widely in many fields. Kennedy and Eberhart [8] defined PSO because of 

incentive by the way food obtained by birds and their searches for finding the optimum point 

by renewing generations [9-11]. PSO is a population based optimization method like Genetic 

Algorithm with some differences. Genetic Algorithm, unlike PSO, uses evolution operators 

like cross over and mutation. Shi and Eberhart [12] compared both these methods and showed 

PSO reached the optimum point faster than Genetic Algorithm, though the speed of convergence 

reduced in the proximity of minimum point [13]. 

Due to the premature convergence of PSO, other intelligent algorithms combined with Particle 

Swarm Optimisation in order to combat this problem. Liu and Fan [14] said that Although BPSO 

had a great power to search globally, enhancement needed for its searching ability. As an 

example, a combination of PSO with differential evolution (DE) algorithm suggested by 

Epitropakis et al. [15]. 

PSO enhanced greatly the neural network learning [16-17]. Zhang et al. [18] and Cui et al. [19] 

developed an interchangeable algorithm. In this algorithm, PSO initiated before Back Propagation 

used for training the network when PSO cannot make any more progress in the training process. 

2. Theory 

2.1 Artificial neural network(ANN) 

Artificial Neural Network consists of a significant number of neurons so that it can mimick 

systems’ behaviour very accurately. ANNs are divided to many types. They include Multilayer 

Perceptron, which is greatly used and normally built upon back-propagation of error algorithm 

training, radial basis function, adaptive linear neuron and adaptive network built upon system of 

fuzzy interference. Based upon data exchange through the network, ANNs are separated into 

feed-forward and recurrent. They are also categorised based upon their learning types, which 

can be supervised or self-organised [20-21]. 

Figure 1 shows the schematic diagram of a simple model of a neural network. In a feed-

forward network, each neuron has a weighted connection to all neurons in the following layer. 

ANNs compute independent variables via neurons of input layers and transfer the results 

through neurons of output layers. The number of neurons in input and output layers are 

dominated by the number of independent and dependent variables respectively. There are 

hidden layers between input and output layers, which can have any number of neurons. 

They are connected to input layers which act as distribution terminals transferring their infor-

mation to the neurons of hidden layers. Inputs of hidden and output layers are computed by 

caring out a weighted summation of outputs they get from previous layers [22-23]. 

 

Fig 1 Architecture of the ANN model [41] 
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Figure 2 depicts the diagram of a training Multi-Layer Perceptron feed-forward ANN which 

utilised Back Propagation algorithm. 

 

Fig 2 Learning procedure for training MLP networks [41] 

2.2 Particle Swarm Optimization (PSO) 

In PSO, the potential solutions, called particles are flown through the problem space by 

following the current optimum particles. Each particle is characterized by its position and 

represents a candidate solution to the problem at hand. The system is initialized with a 

population of random solutions and searches for optima by updating generations. In the PSO 

algorithm, each particle keeps track of its own position (Xid) and velocity (Vid) in the problem 

space. The initial position and velocity of a particle are generated randomly. During the opti-

mization process, each particle memorizes its own best position encountered so far which is 

called the local best. On the other hand, the population memorizes the best position among 

all individual best positions obtained so far which is called the global best. The velocity and 

position of each particle will be changed by the particle best value and global best value. To 

balance between the global and local exploration capabilities of the particles. Kennedy and 

Spears [24] suggested the inertia weighting method, which results in lesser iterations on average 

to find a sufficiently optimal solution. The PSO algorithm can be described in the following 

steps: 

M. Koolivand-Salooki, A. Azarmehr, A. Bahadori, Sh. Kord, F. Sharifi, Sh. Alfkhan/Petroleum & Coal 57(5) 573-586, 2015 575



At the ith step of the PSO algorithm four vectors are associated to the jth particle, j ∈ {1,…, N}: 

Xj
i : the position at step i of the j-th particle; 

Vj
i : the velocity at step i of the j-th particle; 

Pj
i : the best position visited so far (from i=1 until step i) by the j-th particle. 

gi : is the location of the best solution that the whole swarm has achieved so far (from i=1     

until step i). 

Step 1: Randomly initialize the positions Xj
i and velocities Vj

i  of swarm with the population 

size N on D dimensions. 

Step 2: Compute f(x) for each particle, where f(x) is the objective function in the minimi-

zation problem and then update Pj
i and gi according to the fitness.  If the fitness of gi is larger 

than a given stopping criterion or the number of iteration is larger than a given threshold, then 

go to  

Step 3: Update the velocities according to the equation 1: 

Vj
i+1 = Wi+1. Vj

i + C1.rand() ⊕ (Pj
i- Xj

i) + C2.rand() ⊕ (gi - Xj
i) (1) 

where rand() represents a random number in [0, 1], c1 and c2 are called learning factors. 
The symbol ⊕ denotes component-wise product and Wi is called inertia weight which usually 

adopts a linear decreasing strategy as follows (Equation 2): 

Wi = Wmax + 
Wmin 𝑖− Wmax 𝑖

I
  (2) 

in which i represents ith iteration, I denotes a given maximum of iteration number, Wmax 𝑖 is 

the inertia weight at the beginning, and Wmin 𝑖 is the inertia weight at the end. 

Step 4: Update particle positions according to the formula below (Equation 3): 

Xj
i+1 = Xj

i + Vj
i+1  (3) 

in which i represents ith iteration. Go to step 2.  
Step 5: Output gi and its corresponding fitness. 

2.2.1 Inertia weight and constriction factor 

From the PSO, we can see the main factors influencing on the performance are inertia weight, 

learning factor. The function of inertia weight is to balance global exploration and local exploit-

tation. A larger value of W encourages global exploration (searching new areas); a smaller 

inertial weight promotes local exploitation. A linearly decreasing W over the search process 

is a good choice [12]. ‘W’ can be a positive constant or positive, linear or nonlinear function 

of time [25]. Tang and Zhao [26] suggested a strategy of self-adaptive dynamic inertia weight 

as per the given expression (Equation 4): 

W1 = (W1– W2)
f − f2

f1−f2
  (4) 

Heref is current objective function value, f1 is current particle’s average objective function 

value and f2 is minimum objective function value and W1 and W2 are initial and final values 

of inertia weight. This method is effective for global and local exploration capability, dealing 

with multi peak functions. Some other choices of formula for inertia weight are in [27-29]. 

Initially in earlier experiments acceleration factors were given a constant value ‘2’ giving 

an average of ‘one’, so that particles overfly only half the time of search. Instead of having a 

fixed value of acceleration factors Jie et al. [30] through empirical studies suggested that ace-

leration coefficients should not be always equal to 2 for obtaining better solutions. A time 

varying value of acceleration coefficients (TVAC) proved to give improved performance of 

particle swarm optimization after certain number of initial iterations, in order to have fine 

tuning and problem based tuning of particle swarm optimization [31].  

3. Hybrid PSO- ANN modeling 

This study used the PSO-based artificial neural network, which is characterized by good 

training performance, a high convergence rate, few repetitive computational steps, improved 
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estimation accuracy, and the ability to handle nonlinear problems, for the prediction of water 

content of carbon dioxide. Based on the nonlinear approximation ability of the artificial neural 

network, the BP neural network approach is established for estimating water content of carbon 

dioxide. The routine BP or other gradient algorithms are adopted, the neural network model 

requires more training time, and may generate local minimum value [32]. Therefore, this 

experiment introduced the rapid PSO algorithm into this approach for training the artificial 

neural network. Following this, the convergence effect was significantly improved. In this 

section The PSO method is adopted to determine the optimal weight of the Neural Network. 

Then, the optimal Neural Network is used to perform the water content of carbon dioxide 

forecasting. While utilizing the proposed PSO method to train the Neural Network, the positions 

of the particles represent the values of parameters wij in Fig 2. Each particle has its own posi-

tion, velocity, and fitness value. In this paper, the fitness function is defined in term of the 

mean square error (MSE) of the testing data, shown in equation 5:  

MSE =  
∑ (Oi−Ti)2N

i=1

N
  (5) 

The procedure of the PSO-ANN is shown in Fig 3. The searching procedure of the proposed 

PSO-ANN is describe as follows; 

 Preprocessing of input data and output data: Different variables may have various 

magnitudes, and some of them could have unmerited, but favorable, and effective on the 

monitored quantity. In this research, all inputs and outputs are normalized within a 

uniform range of [(-1) – (1)]. Without normalizing the data, the small-value neurons may 

have a far less influence on the network than the large-value neurons do, which also 

impacts network learning, there are 2100 groups of data for this research, all of them 

were normalized, the normalization formula is presented as shown in equation 6 [33-34]: 

Xnorm =
(x − XMin)

(XMax− XMin)
(λ2 − λ1) + λ1  (6) 

with the normalized source data, the output values from network training were 

denormalized so as to reflect the actual scale, and the denormalization formula is defined 

in equation7: 

Zdenorm =
(x − λ1)

(λ2−λ1)
(zMax − zMin) +  zMin  (7) 

where x is variable, XMax is maximum value, XMin is minimum value, λ1 is the lower bound,  

λ2 is the upper bound, zMax is the maximum value in the source data and zMin is the 

minimum value in the source data. λ2 and λ1 were set 1 and -1 respectively in this study. 

 Set PSO-ANN parameters: there are several important parameters for artificial neural 

network and particle swarm optimization, including: number of hidden nodes, number of 

hidden layers, activation function, learning rate, PSO population. 

Number of hidden layers: More layers would result in greater complexity of calculation, and 

a local minimum value would occur more easily. In past studies, it was generally agreed that 

one layer may be chosen for the general problems and two layers may be used for the more 

complex problems, hence the number of hidden layers was specified 1 in this study [35]. 

Number of hidden nodes: According to Kumar [35], the selected number of processing 

units of hidden layer is as follows (Equation 8): 

NHN =
(Ninput + Noutput)

2
  (8) 

NHN is the Number of hidden nodes;Noutput is the Number of neurons in output layer and 

Ninput is the Number of neurons in input layer. 

But there is no such general rule that could be followed to determine the exact number of 

neurons in the hidden layer. Hence, the optimum number of neurons in these layers has 

been determined based on the experience through ‘‘trial and error’’ experiments [36-38].  The 

number of hidden nodes was set at between 3- 20 for the adopted approach in this study. 
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Fig 3. Execution procedures of the proposed approach. 

Activation function: Sigmoid function was used as an activation function [39-40]. The 

output of the hidden node is calculated as following equation 9 [41]: 

h(j)  =   1/(1 +  exp (−λ(∑ wnj
N
n=0 xn  −  θj))), for j =  1, 2, … , NHN (9) 

where wnj is the weight between the nth node of input layer and jth node of hidden layer, θj 

the threshold of the hidden layer, xn the nth input, λ the activation gain and NHN the number 

of node in hidden layer. The desired output is calculated as follow in equation 10: 

f(d)  =   1/(1 +  exp (−λ(∑ wjd
NHN
j=0 xj  −  θd))), for d =  1, 2, … , D (10) 

where wjd is the weight between the jth node of hidden layer and dth node of output layer, 

θd the threshold of the output layer, xj the jth node of hidden layer, λ the activation gain and 

D the number of node in output layer. 
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Learning rate: Learning rate which is too small or too large may not be favorable for 

convergence. To prevent over-learning rate, which would lead to error vibration, the learning 

rate was between 0.1 and 1 to test the network [42]. 

 PSO population: Population size is generally problem dependent and generally kept in 

between 20 and 50 [43]. Population size was set at between 5- 120 for the adopted 

approach in this study. 
 Initialization of particle swarms velocity and position: Set Xj = (Xj1, Xj2, … ,XjD) as the 

current position for particle j; Vj= (Vj1, Vj2, ..., VjD) as the current velocity for particle j; 

Hence the velocity and position in a D-dimensional space for every particle in the swarm 

are randomly generated in a range between (-1, 1).  

 Inputting training examples and target values: Input values and target output values of 

the training examples input the artificial neural network. 

 Computing deducted output values of network. 

 Calculate hidden layer output vector H by Equation 9. 

 Calculate inferred output vector F by Equation 10. 

As shown in equations 11 and 12 computing gap between output layer and hidden layers 
and updating interlayer weighted value and bias. δ is the sum of squares of the error over all 

output units and  M the set of trained example [44-45]: 

δn(d)  =  Tn(d)– f n(d)                for d =  1, 2, … , D ;   (11) 

δ =
1

2
∑ ∑ δn(d)2D

d=1
M
n=1   (12) 

T(d), target value of the output unit d of nth training example; δ(d), error of the dth output 

unit of nth training example. 

 Fitness calculation for each particle: The particles’ fitness values are measured based 

upon objective function defined in the problem, the fitness function value is compared with 

the optimum point in the memory, afterwards the velocity for the following step of search 

will be modified based upon particle best value stored in memory 

 Record global and local particle best point: The particle best value is compared with the 

global best value. Modification of the global best value is carried out when the particle best 

is better than the global best. The current state will be assumed as local best if the current 

fitness value is better than earlier best value in memory 

 Renewing particle’ velocity and position: The updated approach is shown in Equations1 

and 3 [24, 46]. 

 End the search if the condition specified for ending is reached, otherwise start again from 

step 5 ( ending condition is considered as global optimum or maximum number of epoch ) 

In this step performance efficiency of the network was evaluated using the experimental 

values and PSO-ANN estimated values. In order to assess the fitting and prediction accuracy 

of models made, MSE (mean squared error ), RMSE (Root Mean Squared Error),MAE (Mean 

Absolute Error) , SSE (sum of squared error) and R2 (coefficient of determination) are used.  

For the network, the smaller the error the closer the predicted value to the actual value, and 

the higher R2 the closer the output to the input value. Therefore, the R2 and error can 

represent the learning quality indices of different meanings, with expressions as follows: 

RMSE =  
√∑ (Oi−Ti)2N

i=1

N
  (13) 

MAE =
∑ |Oi−Ti|N

i=1

N
  (14) 

SSE =  ∑ (Oi − Ti)
2N

i=1   (15) 
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where Oiis the i th experimental value, Ti is the ith predicted value and N is the number of data. 

4. Results and discussion  

4.1 Framework settings for the PSO-based neural network 

The total number of data’s acquired at the time of this study was added up to 218. The 

database [1] to be introduced to PSO-ANN model was broken down randomly into two groups: 

training and testing. The PSO-ANN was trained using the training set data. The test set was 

used to evaluate the predictive ability of the PSO-ANN model. Training continued as long as 

the computed error between the actual and predicted outputs for the test set was decreased. 

Typically, about 70% of the data is used for training and the rest is categorized as testing. 

The test set is used to evaluate the accuracy of the newly trained PSO-ANN by providing a 

set of data it has never seen. During the testing, the learning is turned off and the chosen 

data set is fed through the PSO-ANN. The PSO-ANN outputs are collected and a report is then 

generated showing the testing results. 

Network architecture has important influences on the predicted values. The number of input 

and output nodes is equal to the number of input and output data, respectively (2 and 1 in 

this study). However, the number of neurons in hidden layer was recognized by training several 

feed forward neural networks (FFNNs) of different architecture and selecting the optimal one 

based on minimization of MSE and improving generalization ability of the topology. In this 

study, the optimal topology of the ANN model developed involves two inputs, one hidden layer 

with 5 neurons and one output layer (2:5:1).  

The values and the short description of parameters in the algorithm have been shown in 

Table 1. Many experiments have been done to tune these parameters. 

Table 1 Description and values of the parameters in the algorithms 

Parameters Description Considered value 

wmax Maximum inertia weigh 1 
wmin Minimum inertia weigh 0.5 
C1 Local search coefficient 2 
C2 Social search coefficient 2 
T Number of iterations 150 
Population size Number of particles 70 
Number of runs – 30 

4.2 Modeling results 

Efficiency and accuracy of the PSO-ANN architecture was evaluated comparing CO2 water 

content and measured values with estimated PSO-ANN values. The network model was tested 

respectively under different particles numbers: 5, 10, 20, 35, 50 and 70 and a complete and 

smooth convergence was obtained under a 70 particles (refer to Fig. 5), where MSE, SSE, 

MAE, RMSE hit minimum and R2 hit maximum, refer to Tables 2 and 3. 

Table 2 Summary of training results for various particles no 

R RMSE MAE SSE MSE Particles 

0.8788 0.2850 0.2196 13.8911 0.0812 5 
0.9729 0.1211 0.1039 2.5093 0.0147 20 

0.9839 0.0951 0.0813 1.5471 0.0090 50 

0.9892 0.0786 0.0635 1.0559 0.0062 70 

0.9908 0.0672 0.0538 0.7718 0.0045 90 
0.9894 0.0761 0.0614 0.9912 0.0058 120 
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Table 3 Summary of testing results for various particles no 

R RMSE MAE SSE MSE Particles 

0.9075 0.2478 0.2035 4.4839 0.0614 5 

0.9804 0.1144 0.0981 0.9548 0.0131 20 

0.9760 0.1048 0.0796 0.0813 0.0110 50 

0.9913 0.0632 0.0489 0.2911 0.0040 70 

0.9877 0.0913 0.0662 0.6089 0.0083 90 

0.9860 0.0826 0.0637 0.4979 0. 0068 120 

Table 2-3 show the comparisons of MSE, SSE, MAE, RMSE with the number of particle 5-

20. The experimental results are described as follows: 

1. The values of R of testing data for water content of carbon dioxide obtained from 5, 20, 

50, 70, 90 and 120 particles are 0.9075, 0.9804, 0.9760, 0.9913, 0.9877 and 0.9860 

respectively. We can find the PSO-ANN approach have better responses with 70 particles 

for water content of carbon dioxide molding. 

2. The RMSEs of the testing data for water content of carbon dioxide obtained from 5, 20, 

50, 70, 90 and 120 particles are 0.2478, 0.1144, 0.1048, 0.0632, 0.0913 and 0.0826 

respectively. It is shown the PSO-ANN RMSE with 70 particles is superior to the others. 

Similarly, the responses of 70 particles on SSE, MSE, RMSE, and R2 are better than the 

responses of others. 

The cost percentage error between estimated cost and actual cost are presented in Fig. 4.  

 

Figure 4 Percentage error between estimated value and data [1] 

Fig. 4 suggests that only 18 members of data have a cost percentage error over ±1 (24% 

all of data), 12groups of data have a cost percentage error between ±0.5 _ ±1 (16% all of 

data), and 44 members of data have a cost percentage error less than ±0.5 (60% all of data) 

Through interviews with experts we confirmed that the errors are acceptable. 

To show the improvement of ANN–PSO number of particles, comparison plots of objective 

function for particle numbers of 5, 10, 20, 35, 50 and 70 are presented in Fig. 5. For particle 

numbers of 5, 10 and 20,PSO-ANN algorithm starts its convergence at 20rd epoch and attains 

maximum convergence to a minimum error of 0.08, 0.015 and 0.02 respectively. The errors 

stay there even up to 200 epochs and more. Also the convergence of PSO-ANN algorithm in 

particle numbers of 50 and 70, starts at 20rd epoch but reaches its convergence to 

minimum error of 0.009 and 0.006 at 50th and 120th epoch respectively as shown in Fig 5. 
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Figure 5 PSO-ANN objective function for various particles no 

In Figs. 6 and 7, the CO2 water content values estimated by PSO-ANN models were compared 

with their corresponding experimental values. The figures allow easily visual comparison 

between the predicted and actual values of them for train set and test set respectively.  

  
Figure 6 PSO-ANN prediction of optimized 

model for testing data 

Figure 7 PSO-ANN prediction of optimized 

model for training data 

The goal of regression analysis is to determine the values of parameters for a function 

that cause the function to best fit a set of data observations that is provided. In linear 

regression, the function is a linear (straight-line) equation. Regression analysis is widely 

used for prediction and forecasting, where its use has been substantial overlap with the field 

of machine learning. The regression in Fig. 8 and Fig. 9 is 0.9784 and 0.9785 for training 

and testing data respectively. That means the fitting is perfect and almost completely 

overlapped the target. 

The quality of the PSO-ANN learning is assessed by comparing the training data and the 

network output, while the network's prediction accuracy is determined by comparing the 

testing data and the network predictions. In Figs. 8 and 9, the prediction results of the CO2 
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water content trained using the existing PSO–ANN algorithm, are plotted alongside the trai-

ning and testing data respectively. As indicated in these figures, the coefficient of determi-

nation was found to be 0.9784 and  0.9785 for CO2 water content that are all well close to 1.  

  

Figure 8 PSO-ANN train regression Figure 9 PSO ANN test regression 

Water content PSO-ANN model is demonstrated in Fig. 10 and 11. In these figures 

modeled CO2 water contentis plotted versus binary groups of temperature and pressure. As 

indicated in these figures. 

 
 

Fig. 10 Train performance of hybrid PSO-ANN model 
CO2 water content in mg/(Std. Cubic meter) 

Fig.11 Test performance of hybrid PSO-ANN MODEL 
CO2 water content in mg/(Std. Cubic meter) 

5. Conclusion 

In this study, a CO2 water content estimating system was constructed with PSO-based 

neural network; the optimum parameters from particle swarm were input into the neural 

network to reduce problems concerned with parameter settings, and it was found that the 

resulting cost percentage error is within ±1%. From the experimental results we concluded 

that PSO-based neural network can accelerate network convergence rate. As to parameter 

setting for neural network, generally, optimum parameter settings are obtained through 

experiments, and the range of parameter is very likely to have a influence on the training 

results from artificial neural network, hence most problems in respect to artificial neural 

network are concerned with the parameter specification. In this study, optimum parameters 

were searched through particle swarm algorithm. 

The results showed an excellent agreement between the model predictions and 

experimental data at all the operatingconditions considered in this investigation (R2>0.97 in 

all models).  

The optimization of operating conditions of the obtained modeling was performed using 

particle swarm optimization (PSO). The objective functions were the mean square error. The 

optimization of these objective functions was investigated in different PSO-ANN parameters. 
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The optimal operating conditions obtained with PSO-ANN were the number of particles is 70 

there is a three layer for network.  
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