
Petroleum and Coal 
 

                         Pet Coal (2016); 58 (1): 27-46 
ISSN 1337-7027 an open access journal 

Article                                                                  Open Access 
 

 

PREDICTION OF CO2 EQUILIBRIUM MOISTURE CONTENT USING LEAST SQUARES SUPPORT 

VECTOR MACHINES ALGORITHM 
 

Mohammad M. Ghiasi 1, Jafar Abdi 2, Meysam Bahadori 3, Moonyong Lee 4, Alireza 
Bahadori 5  
 
1 National Iranian Gas Company (NIGC), South Pars Gas Complex (SPGC), Asaluyeh, Iran 
2 Department of Chemical and Petroleum Engineering, Sharif University of Technology, Tehran, Iran 
3 National Iranian Drilling Company, Department of Waste Management, Ahwaz, Iran. 
4 School of Chemical Engineering, Yeungnam University, Gyeungsan, Republic of Korea 
5 Southern Cross University, School of Environment, Science and Engineering, Lismore, NSW, 
Australia 

 
Received December 25, 2015; Accepted February 16, 2016 

 

 

Abstract 

The burning of fossil fuels such as gasoline, coal, oil, natural gas in combustion reactions results 
in the production of carbon dioxide. The phase behavior of the carbon dioxide + water system is 
complex topic. Unlike methane, CO2 exhibits a minimum in the water content. These minima 
cannot be predicted by existing methods accurately. In this communication, two mathematical-

based procedures have been proposed for accurate computation of CO2 water content for tempe-
ratures between 273.15 and 348.15 K and the pressure range between 0.5 and 21 MPa. 

The first is based on least squares support vector machine (LSSVM) algorithm and the second 
applies multilayer perceptron (MLP) artificial neural network (ANN). Furthermore, the constants of 
the previously developed empirical correlation have been re-tuned. Statistical error analysis has 
been utilized to evaluate the adequacy and accuracy of the novel models and empirical correlation. It 

was found that the predictions of the presented intelligent models and the empirical correlation 
are in excellent agreement with reported data in the literature with the absolute average relative 
deviations percent (%AARDs) of generally less than 0.9 % and R2 of generally greater than 0.999. 
However, using the LSSVM model contributes to obtain slightly better results.  

Keywords: Carbon dioxide; water content; predictive model; least squares support vector machine; artificial 
neural network; correlation. 

 

1. Introduction 

There has been a serious concern about global warming caused by the emission of carbon 

dioxide (CO2) from various sources. Current focus across the world is centered on carbon cap-

ture and storage (CCS) technology, and trial operations are carried out in several places. 

Accurate estimation of carbon dioxide water content is a critical problem in the emerging 

technologies for disposing of carbon dioxide by carbon sequestration technologies. In the 

transmission of carbon dioxide further condensation of water is problematic. Such engineering 

applications as enhanced oil recovery, CO2 storage in deep saline aquifers, and natural gas 

sweetening represent the importance of knowing the precise values of CO2 water content [1]. From 

economic point of view, this phenomenon, i.e. water condensation, is capable of increasing the 

pressure drop in the line and often leads to corrosion problems. 

Different properties of the CO2+ water system have been measured experimentally by some 

authors [2-4]. Valuable studies on CO2+ water system have been performed by Wiebe and 

Gaddy [5-7]. Included in their works the water content of CO2-rich phase has been measured 

for pressures and temperatures up to 71 MPa, and 100 °C, respectively. In other works, the 
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data of phase equilibrium for CO2+ water system have been reported by Gillespie et al. [8], 

Coan and King [9], King et al. [10], Müller et al. [11], Zawisza and Malesinska [12], and Song 

and Kobayashi [13]. The CO2 water content data have been measured by Gillespie et al. [8] for 

pressures from 0.69 to about 2.07 MPa at two temperature levels, 76° and 93.3°C. The data 

reported by Coan and King [9] covers CO2 water content for pressures less than 5.17 MPa and 

temperatures up to 100 °C. The VLE next to the critical region and at a pressure equal to 20.7 

MPa have been measured by King et al.[10]. Müller et al. [11] measured CO2+water VLE for 

pressures less than 2.35 MPa and temperatures between 100 and 200°C. Zawisza and 

Malesinska [12] measured two aqueous dew points at 100°C. For temperatures more than 

104°C, Song and Kobayashi [13] reported some data for the CO2 water content. 

The phase behavior of the carbon dioxide + water system is generally complex as that of 

the hydrogen sulfide + water system [14]. However, for the range of low temperature a CO2-

rich liquid phase is not faced; it only happens for temperatures less than about 32°C. On the 

other hand, the water content of CO2 does exhibit a minimum. One of the most complex sub-

stances for water content calculation is carbon dioxide. Unlike methane, CO2 demonstrates a 

minimum in the water content. As will be illustrated, these minima cannot be predicted by the 

relatively simple methods. 

The main objective of this work is to utilize two Machine Learning approaches namely MLP-

ANN and LS-SVM for accurate prediction of CO2 water content. To this end, a total num-ber 

of 461 data points reported by Wiebe, and Gaddy [5] have been gathered. The collected 

database covers wide range of temperatures and pressures. In this study, the coefficients of 

the previously published empirical correlation by Bahadori [15] are also retuned to obtain better 

results. By employing some statistical parameters the capability of both MLP-ANN and LS-SVM 

models in estimating the water content of CO2 has been evaluated. The predictions of the 

novel intelligent models are also compared to the estimations of the modified Bahadori [15] 

mathematical expression for CO2 water content calculation.  

2. Support Vector Machine (SVM) 

The SVM is a new and supervised machine learning technique based on the statistical 

learning theory [16-17]. It has been studied extensively for both classification and regression 

analysis [18-26]. The SVM algorithm constructs a separating hyper-surface in the input space. 

This process is carried out as follows [17,22,27-29]: 

1) It maps the input patterns into a higher dimensional feature space by way of nonlinear 

mapping.  

2) Create a separating hyper-plane with maximum margin. 

Regard a given training samples ((x1,y1),(x2,y2),…,(xn,yn)) with input data xi ϵ Rn and output 

data yi ϵ R with class labels -1 , 1 for classes 1 and 2 respectively. If these data sample is 

linearly separable in the feature space, then the SVM approximate the function as [17,29]: 

bxwy T  )(
                       (1) 

where )(x denotes the nonlinear function that maps x from low dimensional space into n-

dimensional feature space; w  and b  are weight vector and bias terms. When the data of the 

two classes are separable, one can say [17,29]:  
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The expansion of linear SVMs to non-separable case was also made by Cortrs and Vapnik 

in 1995 [27]. Fundamentally, it is performed by presenting additional slack variables into Eq. 

(3) as follows [17,29]:  

Nkbxwy kk

T

k ,...,2,1,1])([  
             (4) 

Nkfork ,...,10 
 

The generalized optimal separating hyper-plane is determined by the vector w  that mini-

mizes the functional [17,29]:  
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subject to the following limitations: 
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where C  is a positive real constant that determines the tradeoff between the maximum 

margin and the minimum classification error [17,21,29]. In the conventional SVM, optimal 

separating hyper plane is achieved by solving the above quadratic programming problem. 

The solution to the optimization problem of Eq. (5) under the constraints of Eq.(6) is given 

by the saddle point of the Lagrangian [30], 

  i

N

j

iii

t

i

N

i

i

N

i

i

t bxwy
C

wwbw  



111

)1(
22

1
),,,,(     (7)

 

where  ,  are the Lagrange multipliers [17,29]. 

Least square SVM (LS-SVM) is the improved version of SVM which has been recently de-

veloped by Suykens and Vandewalle [17] for decreasing the SVM model complication and its 

development. In LS-SVM algorithm solution is obtained by solving a linear set of equations, 

instead of solving a quadratic programming problem involved by standard SVM [17,19-20,29].  

In comparison to SVM, the LS-SVM is trained by minimizing the cost function which is ex-

plained as follow [17,29]: 
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subject to the equality constraints: 
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In the LS-SVM, one works with equality instead of inequality constraints. Therefore, the 

optimal solution can be obtained by solving a set of linear equations instead of solving a 

quadratic programming problem [17.29].To derive the dual problem for LS-SVM non-linear 

classification problem, the Lagrange function is defined as [17,29]:  
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where i values are Lagrange multipliers, which is positive or negative due to LS-SVM for-

mulation. The conditions for optimality of function yield [19]: 
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where NI
is an NN  identity matrix, and 

NNR  is the kernel matrix defined by 

),()()( jijiij xxKxx 
                     (13) 

There are many kernel function including linear, polynomial, spline, radial basis function 

(RBF), polynomial, sigmoid and so on for LS-SVM [31-32]. However, most widely used kernel 

functions are RBF (Eq. (14)) and polynomial (Eq. (15)). 
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where 
2  is the squared variance of the Gaussian function and 𝛾 is the polynomial degree, 

which should be optimized by the user, to obtain the support vector.  

This work utilized the RBF [18-20,24,33]  kernel function, a common function that is useful in 

LS-SVM modeling studies. Coupled Simulating Annealing (CSA) [34] was Also employed for opti-

mized hyper-parameters of LS-SVM model. In this work, we have used the LS-SVM algorithm 

developed by Packman et al. [76] and Suykens and Vandewalle [17]. 

3. Artificial Neural Network (ANN) 

As machine learning approach, ANNs are widely employed for pattern identification, classi-

fication, and also prediction [35-37]. ANNs are developed on the foundation of nervous system 

of the human brain [38]. Detailed information about development and history of ANNs has been 

demonstrated elsewhere [39-72]. By applying a number of input-output training arran-gements 

from given data sets, ANNs find mathematical relationships (linear or nonlinear) [43-44]. The 

basic construction blocks of an ANN are known as neurons or processing units. Figure 1 

graphically illustrates an artificial neuron [45-46]. The neuron m shown in Figure 1 could be 

mathematically represented as follows [45-46]: 
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( )m my F r
                           (17) 

where x1, x2, . . .,xn are the input signals; wm1, wm2, . . ., wmn are the synaptic weights; rm is 

the linear combiner output; bm is the bias term; f is activation function; and ym is output sig-

nal of the neuron.  

 

Figure 1. Typical model of an artificial neuron [45-46] 

In the recurrent neural networks (RNNs), the connections between processing units build a 

directed cycle. Unlike RNNs, in feed-forward neural networks (FFNNs) information progresses 

in just one direction. It is believed that FFNNs are effective and reliable non-linear classifier 

identifiers [37]. Various kinds of FFNNs such as MLP networks, radial basis function networks 

(RBFNs), and functional link networks (FLNs) are available [37]. One or more layers namely 

hidden layer(s) are existed between input and output layers of a MLP network. Figure 2 shows 

a typical MLP with I input branching nodes, H hidden neurons, and O output neurons [45]. The 

power of MLP networks results from their capability to exert nonlinear functions. Various 

activation functions such as tan-sigmoid, log-sigmoid or threshold transfer functions could be 

used to introduce nonlinearity into the MLP networks.  

 

Figure 2. A typical 3-layer MLP [45-46] 
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With the aim of tuning the values of weights in MLP network, back-propagation (BP) lear-

ning algorithm is employed. Consequently, the differences between the network predictions 

and reported values will be minimized. Among available training algorithm, the well-known 

Levenberg–Marquardt (LM) method [47-48] is used in this work to train BP. 

4. Development of intelligent models 

This section presents the procedures of developing LS-SVM model and MLP-ANN model for 

predicting CO2 water content. First, all the data were normalized between −1 and +1 to make 

uniform the domain of variables. Later, these values were altered to their original values. The 

next step in data pre-processing was assumed to be division of the collected database into 

three data sets including the “Training” set, the “Validation” set and the “Test” set. As it 

demonstrated elsewhere [33-35], the training set is utilized to generate the model structure, 

the validation set is used for optimization of the model and the test set is used to investigate 

the prediction capability and validity of the proposed model. The division of database into 

three subdata sets is performed randomly. For this end, 70%, 15% and 15% of the main data 

set were accidentally selected for the “Training” set, the “Optimization” set, and the “Test” 

set, respectively [35]. After doing these steps, LS-SVM algorithm has been used for predicting 

CO2 water content at both low and high pressures. In the case of MLP-ANN, the final step is 

defined as sizing the network structure. A well-known three-layer MLP network has been 

utilized for CO2 water content estimation [49-51]. The input layer consists of two nodes 

(temperature and pressure) and the output layer includes one neuron (CO2 water content). In 

this work, the mean squared error (MSE) and regression R-value are employed as criteria for 

evaluating the performance of the MLP networks having different number of hidden neurons. 

The following equation represents the MSE:  
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A linear transfer function has been used for the output layer. The hidden layer uses a log-

sigmoid transfer function, as defined below, producing outputs between 0 and 1. 
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5. Error analysis 

5.1. Applied statistical parameters 

To validate the preciseness and performance of the proposed models some statistical 

parameters including average percent relative error (APRE), average absolute percent 

relative error (AAPRE), root mean square error (RMSE) and R-squared (R2) have been 

utilized. Definitions and equations of those parameters are given below: 

A. APRE. It measures the relative deviation from the experimental data, defined by: 

 

N

i

100 (pred.(i)- exp.(i))
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N exp.(i)
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B. AAPRE. It measures the relative absolute deviation from the experimental data, defined 

as below: 

N

i

100 (pred.(i)- exp.(i))
%AAPRE =

N exp.(i)


  

              (21)

 

C. RMSE. It measures the data dispersion around zero deviation, defined by: 
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D. R2. It is a simple statistical parameter exhibits how good model matches the data.  In fact, 

the closer the value of R2 to 1, the better the model fits the data. It is defined as: 

N
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2 i

N
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(pred.(i)- average(exp.(i)))
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5.2. Basis of comparison 

Bahadori [15] presented a simple-to-use Arrhenius-type asymptotic exponential function 

coupled with the Vandermonde matrix for estimation of CO2 water content as a function of 

pressure and temperature. The final correlation is as follows: 
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in which Ai-Di are coefficients. 

In this study, the coefficients of Bahadori [15]correlation have been re-tuned to obtain 

better results. The obtained values for Bahadori [15] correlation are given in Table 1. 

Table 1. Tuned coefficients used in equation 24-28 to correlate carbon dioxide-rich phase 

water content as a function of temperature 

Coefficient Value Coefficient Value 

A1 4.691678x102 A3 4.825648x105 

B1 -4.437337x105 B3 -4.610234x108 

C1 1.410149x108 C3 1.464722x1011 

D1 -1.500053x1010 D3 -1.547741x1013 

A2 -3.200609x104 A4 -1.790510x106 

B2 3.064587x107 B4 1.708401x109 

C2 -9.764819x109 C4 -5.419500x1011 

D2   1.035334x1012 D4  5.716500x1013 
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6. Results and discussion 

6.1. Low pressure system 

The proposed neural-based and LS-SVM models have been developed for temperatures 

between 273.15 and 348.15 K and pressures up to 6 MPa. The optimum values of 𝛾 and 2  

as parameters of LS-SVM model are equal to 1.386e+05 and 0.372, respectively. Figures 3 

and 4 demonstrate the predicted CO2 water content using the presented LS-SVM model for 

low pressure system in comparison with reported experimental data. Relative errors between 

the proposed LS-SVM model for low pressure system and reported data in the literature are 

depicted in Figure 5, which is less than 4%. 

In the case of MLP-ANN model, Figures 6 and 7 illustrate the effect of number of hidden 

neuron on performance of ANN model for the application of interest. As can be seen from 

Figures 6 and 7, employing more than 7 neurons in the hidden layer of ANN give no visible 

improvement in MSE and R-value. However, 2-12-1 topology will lead to obtain slightly better 

results. Cross plot for the presented MLP-ANN with 12 hidden neurons for low pressure sys-

tem is shown in Figure 8. Figure 9 shows distribution of errors between the neural-based 

model estimations and reported data for low pressure system. 

6.2. High pressure system 

Proposed MLP-ANN and LS-SVM models for high pressure system are applicable for tem-

peratures between 273.15 and 348.15 K as well as pressures between 6 and 21 MPa. By 

employing CSA optimization technique, 8.639e+04 and 0.490 were obtained for 𝛾 and 2 as 

parameters of LS-SVM model for high pressure system, respectively. The estimation capa-

bility of the presented LS-SVM model for high pressure system is graphically examined in 

Figures 10 to 12. As it is shown in Figures 10, the relative error is less than 0.05. 

Figures 13 and 14 illustrate the MSE and R-value of the constructed MLP-ANN with 1 to 12 

hidden neurons. As it shown in Figures 13 and 14, using hidden neurons equal to/ more than 

8 for high pressure system give acceptable results. However, 2-12-1 topology gives slightly 

better predictions. Graphical representations of the accuracy of the presented MLP-ANN with 

12 hidden neurons for high pressure system are provided in Figures 15 and 16.  

6.3. Comparing the presented models 

The statistical parameters including average relative error (ARE), squared correlation 

coefficient (R2), average absolute relative error (AARE), and root mean square error (RMSE) 

for modified Bahadori correlation [15], presented MLP-ANN model with 12 hidden neurons, and 

proposed LS-SVM model for low pressure and high pressure systems have been tabulated in 

Table 2. Table 3 indicates the statistical parameters of the LS-SVM model for prediction of water 

content of carbon dioxide at low pressure. According to this table, the LS-SVM model gives an 

AARE of 0.499%, ARE of 0.05%, R2 of 1, and RMSE of 0.018. Moreover, the main statistical 

parameters of the developed LS-SVM models at high pressure are reported in Table 4. In 

accord with this table, the improved model gives an AARE of 0.744%, ARE of -0.07%, R2 of 

0.999, and RMSE of 0.021. It is concluded that an excellent agreement between the prediction 

of developed model and the experimental data values. 

Table 2. Statistical parameters of the developed LS-SVM and MLP-ANN models along with modified 

Bahadori [15] correlation to determine water content of carbon dioxide at low and high pressures 

System Models APRE (%) AAPRE (%) R2 RMSE 

Low 
pressure 

Modified Bahadori [15] 2.54 14.34 0.994 1.232 

MLP-ANN -0.037 0.971 1 23.41 

LS-SVM 0.050 0.499 1 0.018 

High 
pressure 

Modified Bahadori [15] 3.373 20.33 0.920 0.550 

MLP-ANN -0.093 0.908 0.999 25.04 

LS-SVM -0.070 0.744 0.999 0.021 
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Figure 2. A typical 3-layer MLP [45-46] 

 

Figure 3. Predictions of the LS-SVM model for low pressure system versus reported data 

 

Figure 4. Predictions of the proposed LS-SVM model against the reported data for low pressure system 
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Figure 5. Deviations of predictions of the LS-SVM model for low pressure system from reported 
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Figure 6. Estimation capability of various ANN structures for low pressure system 
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Figure 7. Correlation analysis between predictions of various ANN structure for low pressure system 
and reported data 

 

Figure 8. Predictions of the presented ANN model with 12 hidden neurons for low pressure system 
versus reported data 
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Figure 9. Histogram of error values of presented ANN model with 12 hidden neurons for low pressure 
system 

 

 

Figure 10. Predictions of the LS-SVM model for high pressure system versus reported data 
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Figure 11. Predictions of the proposed LS-SVM model against the reported data for high pressure 
system 

 

Figure 12. Deviations of predictions of the LS-SVM model for low pressure system from reported data 
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Figure 13. Estimation capability of various ANN structures for high pressure system 
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Figure 14. Correlation analysis between predictions of various ANN structure for high pressure system 
and reported data 
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Figure 15. Predictions of the presented ANN model with 12 hidden neurons for high pressure system 
versus reported data 

 

Figure 16. Histogram of error values of presented ANN model with 12 hidden neurons for high pressure 
system 
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Table 3. Statistical parameters of the developed LS-SVM model to determine water content of carbon 

dioxide at low pressure 

Statistical parameter  Value Statistical parameter  Value 

Training set  Test set  

R2  1 R2  1 
Average absolute 
percent relative error  

0.394 Average absolute 
percent relative error  

0.857 

Average percent 

relative error  

-0.005 Average percent 

relative error  

0.137 

Root mean square error  0.017 Root mean square error  0.019 
n  152 n  32 

Validation set  Total  

R2  1 R2  1 
Average absolute 
percent relative error  

0.636 Average absolute 
percent relative error  

0.499 

Average percent 

relative error  

0.220 Average percent 

relative error  

0.05 

Root mean square error  0.018 Root mean square error  0.018 
n  33 n  217 

Table 4. Statistical parameters of the developed LS-SVM model to determine water content of carbon 
dioxide at high pressure 

Statistical parameter  Value Statistical parameter  Value 

Training set  Test set  

R2  0.999 R2  0.999 
Average absolute 
percent relative error  

0.730 
Average absolute 
percent relative error  

0.606 

Average percent 
relative error  

-0.016 Average percent relative 
error  

-0.176 

Root mean square error  0.021 Root mean square error  0.019 
n  171 n  36 

Validation set  Total  

R2  0.999 R2  0.999 
Average absolute 
percent relative error  

0.945 
Average absolute 
percent relative error  

0.744 

Average percent 

relative error  

-0.227 Average percent 

relative error  

-0.07 

Root mean square error  0.022 Root mean square error  0.021 
n  37 n  244 

7. Conclusions 

In this article, the capability of intelligent approaches including LS-SVM and a three-layer 

MLP network in modeling/predicting the water content of CO2 have been evaluated. Furthermore, 

the constants of the correlation presented by Bahadori et al. [15] for estimation of CO2 water 

content have been re-tuned to obtain better results. Construction of the LS-SVM and MLP-

ANN models and modification of Bahadori et al. [15] correlation are based on reported data in 

the open literature for water+CO2 system [5]. According to the error analysis results, it can be 

concluded that the proposed LS-SVM and MLP-ANN models and also modified Bahadori et al. 
[15] correlation give acceptable predictions. However, the developed LS-SVM and MLP-ANN 

models are more accurate than modified Bahadori et al. [15] correlation. It was illustrated that 

the built LS-SVM and MLP-ANN models are capable of simulating the actual physical trend of 

the CO2 water content with variation of temperature and pressure. Nevertheless, 

implementation of LS-SVM algorithm for predicting CO2 water content will contribute to obtain 

the best results. Two of the most important advantages of the LS-SVM model are that it uses 

only two simple parameters (γ and σ2) and does not require high theoretical knowledge or 
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human experience during the training process. Thus, prior knowledge has not been utilized 

and the model training approach is based on the reported data only.  

List of symbols 

),( ji xxK
  

kernel function 

   width of kernel function 

L   Lagrangian 

i    
Lagrange multipliers 

iZ
  

mole fraction of stream gas 

NI
 

NN  identity matrix 

   
slack variable 

w   weight vector 

b   bias term 

   Regularization constant 

v1
 

]1,...,1;1[  

TA  
transpose of matrix A 

x   input vector of network 
y   output vector of network 

   Kernel matrix 

   map from input space into feature space 

d   the polynomial degree 

Csalt(s) concentration of salt 

P   Pressure, MPa 

T  Temperature, K 

W  water content of carbon dioxide-rich phase, g/m3(Std.) 

i  index 

j  index 

o  predicted value 

rm  linear combiner output 

t  target value 

wmn  synaptic weight 

xn  input signal of neuron 

ym  neuron’s output 

n  number of data points 
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