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Abstract 

The article fomulates supposed causes of Hilbert matrices' ill conditioning from analysis of their most 

important properties. Those causes are used to propose and develop methods to improve the 
conditioning of the Hilbert matrices on the basis of normalizing their rows and columns. 
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1. Introduction  

Modeling of various processes and objects, as well as the creation of integrated mathemat-

ical models of major oil pipelines often involves application of polynomial approximation of 
some characteristics of the processes [1]. In its turn, it necessitates studies into different al-
gorithms for solution of systems of linear equations (SLE), matrix inversion, etc. Hilbert ma-
trices are widely employed to these ends, are interesting in that they are ill-conditioned even 
for relatively low matrix dimensions [2]. This very feature determines their wide applicability 

as some kind of whet stone to check and refine the properties of various algorithms of SLE 
solving, matrix inversion, etc. 

This paper presents an analysis of the most important properties of Hilbert matrices and 
formulates two suspected causes of their ill-conditionality. Some experimental results are 
given, that were obtained from research conducted with the aim to confirm or disprove hypo-
thetical causes of such matrices’ ill-conditionality. 

2. Analysis of features Hilbert matrix 

At it is known [2], the Hilbert matrix often appears in solving the problem of approximating 
a function with algebraic polynomials. At that, approximation error is usually evaluated with 
Euclidean metric. As this metric is a differentiable function with respect to each unknown 
coefficient of the polynomial, its minimum is attained when partial derivatives are equal to 

zero for each of the coefficients. Having completed all the necessary operation, we get a SLE 
of the following form: 

𝐻𝑐
↓
= 𝑏

↓

,                      (1) 

where 𝐻  is a square matrix of degree 𝑚, whose elements are determined with equations 

𝒉𝒊𝒋 =
𝟏

𝒊+𝒋−𝟏
;   𝒊, 𝒋 = 𝟏,𝒎,                 (2) 

𝑐
↓
 is a 𝑚 -dimensional column vector composed of unknown coefficients 𝑐𝑖; 𝑖 = 1,𝑚 of the poly-

nomial; 𝑏
↓

 is a 𝑚 -dimensional column vector, whose components are computed in accord-

ance with the equation: 

𝑏𝑖 = ∫ 𝑦(𝑡) 
1

0
𝑡(𝑖−1)𝑑𝑡 = 0,  𝑖= 1,𝑚,              (3) 

where 𝑦(𝑡) is the approximating function. 
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The matrix 𝐻 obtained above is a Hilbert matrix, hereinafter designated as 𝐻𝑚, where the 
index means its degree.  

Let us consider those features of the 𝐻𝑚 matrix, which is the most interesting. The first 

three of them are found when considering the equation (2) and are as follows: 
1. Matrix 𝐻𝑚  is symmetric with respect of its main diagonal and all its elements are rational 
numbers. At that, its maximum element is the ℎ11, while its minimum element is  ℎ𝑚𝑚 and 
they are determined with equations  

a)  ℎ11 = 1  and   b) ℎ𝑚𝑚 = 1/(2𝑚− 1),  
All the elements of the 𝐻 matrix, with the exception of ℎ11 = 1 are strictly less than one. 
2. Diagonal elements ℎ𝑖𝑖 of the 𝐻𝑚 matrix are steadily decreasing with increasing values of the 

index. With any finite 𝑚, the ratio  ℎ11/ℎ𝑚𝑚 between its maximum element and its minimum 
element conform to the equality 
ℎ11/ℎ𝑚𝑚 = 2𝑚−1.                  (4) 
3. The components of the  𝑗th column of the matrix 𝐻𝑚 with increasing index 𝑗 decrease steadily 
and with its unlimited increase tend to zero. For any finite  𝑚, the ratio 𝛿𝑗 =ℎ1𝑗/ℎ𝑚𝑗 conforms 

to the equation 

𝛿𝑗 =ℎ1𝑗/ℎ𝑚𝑗 =
1

1+𝑗−1
/

1

𝑚+𝑗−1
== (𝑚 + 𝑗 −1)/𝑗 = 1 + (𝑚−1)/𝑗, 𝑗 = 1, 𝑚. (5) 

As it is evident from this equation, for any column of the matrix 𝐻𝑚 the ratio  𝛿𝑗 is strictly 

more than unity. From this equation, it is also evident that:  
a) with an increase in index 𝑗 , the ratios 𝛿𝑗   steadily decrease, while with its increase they 

tend to unity;  
b) for any finite 𝑚 the ratio of maximum 𝛿1𝑗 to minimum  𝛿𝑚𝑗 conforms to equation 

𝛿1𝑗/𝛿𝑚𝑗 =
(𝑚+1−1)

1
:
(𝑚+𝑚−1)

𝑚
=          =

𝑚⋅𝑚

2𝑚−1
=

𝑚

2−1/𝑚
,         (6) 

from which it is evident that with increasing 𝑚, this ration increases. 
The fourth feature of the matrix 𝐻𝑚   is vividly illustrated by results taken from [2] and 

presented in Table 1 below there, the following notational conventions are used: 𝐻𝑚, 𝑇𝑚, ‖𝐻𝑚‖  
and ‖𝑇𝑚‖  are Hilbert matrix, its inverse and their Euclidean norms respectively; 𝑡𝑚

𝑚𝑎𝑥 is the 
maximum element of the matrix 𝑇𝑚; 𝐶𝑚 is the conditioning number of the matrix 𝐻𝑚. 

Euclidean norms ‖𝐻𝑚‖  and ‖𝑇𝑚‖ of matrices 𝐻𝑚 and 𝑇𝑚 respectively, as well as the condi-
tioning number 𝐶𝑚  were calculated in accordance with the equations: 

a) ‖𝐻𝑚‖= (∑ ∑ ℎ𝑖𝑗
2𝑚

𝑗=1
𝑚
𝑖=1 )

1

2;     

b)  ‖𝑇𝑚‖ = (∑ ∑ 𝑡𝑖𝑗
2𝑚

𝑗=1
𝑚
𝑖=1 )

1

2   and    

c) 𝐶𝑚 =‖𝐻𝑚‖ ⋅ ‖𝑇𝑚‖ ,                 (7) 
where  𝑡𝑖𝑗 is the (𝑖, 𝑗) th element of the matrix 𝑇𝑚 .  

From Table 1 it is evident that the norm ‖𝐻𝑚‖  monotonously and gradually increases with 

increasing 𝑚, its increase monotonously slowing down. The norm  ‖𝑇𝑚‖ is also increasing mo-
notonously with increases in 𝑚; however, its increase is of explosive kind.  

Table 1. Characteristics of Hilbert matrix obtained from double accuracy calculations (8 bytes).  

𝑚 2 3 4 5 6 8 10 
‖𝐻𝑚‖  1.27 1.41 1.5 1.57 1.62 1.7 1.75 
‖𝑇𝑚

‖ 15.2 3.72Е+2 1.03Е+4 3.04Е+5 9.24Е+6 9Е+9 9.15Е+12 
𝐶𝑚 1.93Е+1 5.24Е+2 1.55Е+4 4.77Е+5 1.5Е+7 1.5Е+10 1.6Е+13 
𝑡𝑚
𝑚𝑎𝑥  1.2Е+1 1.92Е+2 6.48Е+3 1.79Е+5 4.41Е+6 4.25Е+9 3.48Е+12 

Similarly, with the increase in 𝑚 the values of the conditioning number  𝐶𝑚 and maximum 

element  𝑡𝑚
𝑚𝑎𝑥 change as well.  

Taking into account a well-known continuous nature of dependence that each element 𝑡𝑖𝑗 

of the matrix 𝑇𝑚 has on the elements ℎ𝑖𝑗 of the matrix 𝐻𝑚 and the above-noted features of the 

matrix 𝐻𝑚, it is justified to assume that potential causes of ill-conditionality of this matrix are 
the following two factors: 
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1) limited word size of computers used to compute the matrix inverse 𝐻𝑚; 
2) difference of scale between the elements ℎ𝑖𝑗  of the matrix 𝐻𝑚 and Euclidean norms of its 

rows ℎ𝑖

→

,  𝑖 = 1,𝑚   and columns ℎ
↓

𝑖 ,  𝑖 = 1,𝑚. 

In order to check the validity of these assumptions, experimental research has been con-
ducted.  

3. Objectives and conditions of experimental studies of 𝑯𝒎 matrix 

The objective of the experimental studies was, primarily to:  
1) establish, which of the two above mentioned factors and to what extent influences quanti-

tative characteristics of a matrix 𝐻𝑚 and accuracy of computing the inverse matrix 𝑇𝑚;  
2) compare the quantitative criteria, whose numerical values allow assessing the accuracy of 
computing the matrix 𝑇𝑚; 

3) construct a dependence of the conditionality number 𝐶𝑚 and maximum element 𝑡𝑚
𝑚𝑎𝑥 of the 

matrix 𝑇𝑚 on the degree  𝑚  of the matrix. 
At that, the values are given in Tables 1–4 were used as quantitative characteristics of the 

matrix. 

As a measure of the accuracy of computing the matrix 𝑇𝑚 , the authors used square (Eu-
clidean) norm ||𝑅𝑚|| of the matrix 𝑅𝑚, determined with an equation 
𝑅𝑚 = 𝑇𝑚𝐻𝑚− 𝐸𝑚,                    (8) 

where 𝐸𝑚 is an identity matrix of degree 𝑚. 
Computation of the principal characteristics of the matrices 𝐻𝑚 and 𝑇𝑚 were performed on 

an IBM PC machine using various accuracy of an internal representation of real numbers and 

using the arbitrary precision arithmetic. 

4. Research results, characterizing the influence of limited word length of a com-
puter onto accuracy and possibility of computing characteristics of 𝑯𝒎 matrix 

Three series of experiments have been conducted to study the influence of limited word 
length. At that, the first of them used single precision in the internal representation, while the 

second and the third used double precision and maximum available (10 bytes), respectively.  
The results of these experiments are given in Table 2 that uses the following notation: 

Single(4b), Real(8b), Ext (10b) represent the precision of the internal representation – short, 
double and maximum, respectively; the NAN value means that a word size overflow happened 
in accumulator or multiplicator and thus the result cannot be obtained. 

As it is evident from Table 2, determinant of the matrix 𝑇𝑚 and calculation error ||𝑅𝑚|| in-
crease very fast, which is determined by the increase in the matrix elements 𝑇𝑚. The deter-
minant of the matrix 𝑇𝑚 is accurately computed for orders up to the fourth, while matrix ele-

ments are accurately computed up to and including the fifth degree, after that the computation 
error is steadily increasing. Even with the maximum internal representation precision, the 
limiting degree of the matrix 𝐻𝑚, for which the matrix 𝑇𝑚 is computable with relatively high 
precision is equal to 14. 

Studying Hilbert matrices of higher degrees requires increasing computation accuracy by 
means of increasing interior representation length. The main issue here is switching to arbi-
trary precision arithmetic that reneges on the internal representation of real numbers and 
stores them as arrays of significant digits. In this case, the only limiting factor is the necessity 
to allocate necessary amount of memory to store and necessary time to process such large 

arrays of data. In practice it allows studying the principal properties of Hilbert matrix up to 
𝑚 = 100 − 200, without using parallel computations or supercomputers. Having 100 significant 
digits in computations is enough for analysis of Hilbert matrices with m<50. 

Comparison between Table 1 and Table 3 reveals the two main differences in the results 
reflected. The first one is that dimensions of Tables 1 and 3 differ from each other. Table 1 

that characterizes the properties of the matrix 𝐻𝑚 ends with degree 𝑚 = 10, this is due to the 
fact that double precision prohibits obtaining the included characteristics for matrices of higher 
degrees. The second difference is that the values of  ‖𝐻𝑚‖ computed with double precision 
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accumulate differences from those computed with arbitrary precision arithmetic with increas-
ing 𝑚. It is due to peculiarities of computational algorithms of the modern computers that use 
20 significant digits maximum in their representation of real numbers. 

Results from the computation of norms of the Hilbert matrices are the same with short and 

double precision, they are well-known [2] and have been previously described in sufficient 
detail; thus we are not going to give them here. Let us note, however, that with higher degree 
of the matrix 𝐻𝑚, the value of its norm grows; this dependence is of monotonously increasing 
nature. However, application of the arbitrary precision arithmetic revealed some differences 
in the values of norms of the Hilbert matrices. For example, there are some differences in 

hundredth starting from the 4th degree (Table 1 and Table 3). It is an indirect evidence that 
computations that use arbitrary precision arithmetic may significantly expand the scope of 
tasks that have been unsolvable to regular methods. 

Table 2. Characteristics of Hilbert matrix obtained with different internal representations  

m  
 

  
max
mt  

Single(4b) Real(8b) Ext (10b) 

1 0 0 0 1 1 1 

2 1.99E-8 3.71E-17 0 0.08333 12 12 

3 2.63E-6 8.86E-15 4.34E-19 0.0004629 2160 192 

5 0.0020 2.38E-12 3.73E-15 3.7492E-12 2.667E+11 179200 

7 1.26 3.42E-9 3.65E-12 5.3672E-18 2.07E+24 1.33E+8 

8 7.89 1.09E-7 1.01E-10 5.3672E-18 3.65E+32 4.25E+9 

9 NAN 3.61E-6 2.32E-9 5.3672E-18 1.03E+42 1.22E+11 

11 NAN 0.002 2.21E-6 5.3672E-18 3.31E+64 1.18E+14 

13 NAN 2.23 0.0025 5.3672E-18 6.93E+91 1.06E+17 

15 NAN 3.23 4.12 5.3672E-18 3.45E+124 2.13E+20 

Table 3. Characteristics of Hilbert matrix obtained with arbitrary precision arithmetic  

m  2 3 4 5 10 12 15 

mH

 
1.27 1.41 1.51 1.58 1.79 1.84 1.9 

mT
 

15.2 3.72Е+2 1.03Е+4 3.04Е+5 9.15Е+12 9.54Е+15 3.31Е+20 

mC
 

19.3 5.26Е+2 1.56Е+4 4.8Е+5 1.63Е+13 1.75Е+16 6.28Е+20 

max
mt  

12 1.92Е+2 6.48Е+3 1.79Е+5 3.48Е+12 3.66Е+15 1.15Е+20 

Indeed, the application of arbitrary precision arithmetic allowed obtaining results that sig-
nificantly differ from those considered above. Here we are going to go into more detail, as 
they are of significant interest. Let us provide a number of graphical dependences shown in 

Fig.1-3 and illustrating correctness of our assumptions. In all the figures, the degree of the 
studied matrix is plotted along the X axis, while the values of the studied variables are plotted 
along the Y axis.  

From the graphs, it is evident that all the characteristics shown are linear. This development 
is important enough, as it provides an accurate representation of the behavior of the studied 

values, which in its turn allows resolving certain problems where Hilbert matrices (or their 
analogs) may arise with some preliminary knowledge. 
 

|| ||mR
det mH det mT

1028



Petroleum and Coal 

                        Pet Coal (2019); 61(5): 1025-1030 
ISSN 1337-7027 an open access journal 

 
 

Fig. 1.  Common logarithm of Hilbert matrix con-
ditionality number as a function of its degree 

Fig. 2. Common logarithm of Hilbert matrix max-
imum element as a function of its degree 

 

 

 
 

 

 
 

 

 
 

 

 
 

Fig.3. Determinant of Hilbert matrix √− 𝒍𝒐𝒈(𝒅𝒆𝒕 𝑯𝒎
) 

as a function of its degree 

  

5. Research results characterizing influence that difference of scale between Hilbert 
matrix elements has onto its conditionality 

To study the influence of difference of scale of matrix elements and Euclidean norms of 
Hilbert matrix rows and columns onto its conditionality, several experiments were conducted 
on Hilbert matrices scaled along the rows. A normalized Hilbert matrix 𝐻𝑚

𝑁 was produced from 

the initial matrix with the following sequence of operations: 
1) a diagonal matrix  𝐷𝑚 of order, 𝑚 was formed, where along the main diagonal there are 
elements 𝑑𝑖𝑖, computed in accordance with the formula 

𝑑𝑖𝑖 = ||ℎ
→

𝑖|| = (∑ ℎ𝑖𝑗
2𝑚

𝑗=1 )
1
2,  𝑖= 1,𝑚⃗⃗⃗⃗ ⃗⃗⃗⃗ ; 

2) normalized Hilbert matrix 𝐻𝑚
𝑁 was obtained by postmultiplication of an inverse diagonal 

matrix 𝐷𝑚
−1 by the Hilbert matrix 

𝐻𝑚
𝑁 = 𝐷𝑚

−1𝐻𝑚. 
During the research, it has been revealed that the results with single and double precision 

are practically identical, while application of the arbitrary precision arithmetic allows getting 
results for matrices of significantly higher orders. At that, it has also been revealed that there 
are no practical differences between the results for scaling along the rows and along the columns. 

Thus, only results for row-normalized Hilbert matrices are given below. 
Table 4 summarizes comparative characteristics of the values of the norm of matrices, 

conditionality numbers and maximum element values of the compared matrices. From the 
table it is evident that with increasing order 𝑚 of Hilbert matrix 𝐻𝑚, all the above mentioned 

characteristics of the normalized matrix 𝐻𝑚
𝑁 decrease by a factor ranging from 2 to 7 in com-

parison with the same characteristics of the initial Hilbert matrix. At that, there is a clear 
dependence on the degree 𝑚: the higher the degree, the larger is the difference between the 
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compared values. The values of maximum elements increase with increased order of matrix. 
The same is characteristic of the determinants of the compared matrices.  

Table 4. Comparative characteristics of normalized and non-normalized Hilbert matrices 

m  10 20 30 40 50 

mH
 

1.79E+00 1.97E+00 2.07E+00 2.14E+00 2.19E+00 

|| ||N
mH

 
3.16E+00 4.47E+00 5.48E+00 6.32E+00 7.07E+00 

mT
 

9.15E+12 1.29E+28 2.13E+43 3.75E+58 6.85E+73 

N
mT

 
2.72E+12 2.66E+27 3.58E+42 5.45E+57 8.88E+72 

mC
 

1.63E+13 2.53E+28 4.41E+43 8.03E+58 1.50E+74 

N
mC

 
8.60E+12 1.19E+28 1.96E+43 3.45E+58 6.28E+73 

max
mt  

3.48Е+12 3.61E+27 5.05E+42 7.84E+57 1.29E+73 

max N
mt  

1.06E+12 7.56E+26 8.46E+41 1.13E+57 1.66E+72 

Thus, it may be concluded that row-scaling a Hilbert matrix may be quite useful in the 

solution of a certain scope of problems.  

6. Conclusion 

The conducted research has revealed that the results of studying the principal characteris-

tics of Hilbert matrices differ significantly depending on the interior representation of real 
numbers employed in computation. At that, the accuracy clearly depends on the internal rep-
resentation of real numbers: the higher the accuracy of representation, the more accurate the 
results. The results from single and double precision diverge quite strongly and allow obtaining 
the main characteristics only for Hilbert matrices of order 10 or lower. Application of maximum 

available internal representation allows somewhat expanding the possibilities and getting the 
desired characteristics for matrices up to the order of 15. 

Application of arbitrary precision arithmetic allows obtaining the main characteristics of 
Hilbert matrices of order 100 or higher, which is fundamentally impossible for single, double, 
or even maximum available floating point representation.  

Normalizing rows or columns of a matrix is a method to improve its conditionality. In some 
cases, the effect is very significant. The comparison of results for Hilbert matrices before and 
after scaling allows for the following conclusions: scaling allows improving high-order matrix 
conditionality and transforms the dependence of its main characteristics to a form that is more 
useful for practical applications and analysis. However, it does not allow radically improving 

matrix conditionality, nor does it work for arbitrary large orders. 
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